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and thickens towards Pasadena. The detailed nature of the transition zone at the base of the
crust controls the early arriving shorter periods (strong motions), while the edge of the basin
controls the scattered longer-period surface waves. From the waveform characteristics
alone, one can easily distinguish shallow events in the basin from deep events as well as the
amount of strike-slip versus dip-slip motions. Those events rupturing the sediments, such as
the 1979 Imperial Valley earthquake, can be recognized easily by a late arriving scattered Love

... Walvetrbeen delayed by the very slow path across the shallow valley structure.
In section 2-t*" effect of transition regions between continental and oceanic structure on

the propagation of 14 waves from continental sources Is examined. In particular, the
attenuation due to variations In layer thickness In such transition regions Is calculated and
explajned for a suite of simple models. The measured attenuation, due to the geometry of the
transition regions between the oceanic) and continental structures within a partially oceanic
path with source and receiver in a cjntinental structure, Is at most a factor of four for
frequencies from 0.01 to I Hz. This l Inadequate to explain the observed extinction of Lg along
such paths. This extinction has previously been attributed to the effects of the transition
region geometry. The method usod to calculate the results presented in this study is developed
and Its validity and accuracy arO demonstrated. Propagator matrix seismograms are coupled
Into a Finite Element calculatio/n to produce hybrid teleseismic SH mode sum seismograms.
These hybrid synthetics can be determined for paths including any regional transition zone or
other heterogeneity that exists as part of a longer, mostly plane-layered, path. Numerical
results presented for a suite of transition models show distinct trends in each of the regions
through which the wavefield passes. The wavefield passes through a continent-ocean transition
regions, then a region of oceanic structure, and finally through an ocean-continent transition
region. When an Lg wavefront passes through a continent-ocean transition, the amplitude and
coda duration of the LQ wave at the surface both increase. At the same time, much of the
modal Lg energy previously trapped in the continental crust is able to escape form the lower
crust into the subcrustal layers as body waves. The magnitude of both these effects increases
as the length of the transition region increases. When the wavefront passes through the region
of oceanic structuro further energy escapes from the crustal layer, and produces a decrease in
Lg amplitude at the surface. The rate of amplitude decrease is maximum near the transition
region and decreases with distance from It. When the wavefield passes through the ocean-
continent transition region a rapid decrease in the Lg amplitude at the surface of the crust
results. The energy previously trapped in the oceanic crustal layer spreads throughout the
thickening crustil layer. Some of the body wave phases produced when the wavefield passes
through the continent-ocean transition region are incident on the continental crust in the ocean-
continent transition region. These waves are predominantly transmitted back into the crust.
The other body wave phases reach depths below the depth of the base of the continental crust
before reaching the ocean-continent transition and, thus, escape from the system.

In section 3, methods for representation theorem coupling of finite-element or finite
difference calculatiohs and propagator matrix method calculations are developed. The validity
and accuracy of the resulting hybrid method are demonstrated. The resulting hybrid technique
can be used to study the propagation of any phase that can be represented in terms of an SH
mode sum seismogram, across regional transition zones or other heterogeneities. These
heterogeneities may exist In regions which form subsegments of a longer, mostl plane-
layered, path. Examples of structures of Interest through which such waves can propagated
using these techniques include, regions of crustal thickening or thinning such as cohtinent-ocean
transitions or basins, anomalous bodies of any shape located in the path, and sudcln transitions
from one layered structure to another. Examples of the types of phase that may be propagated
through these structures Include Love waves, Lg, Sn, and Sa.
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In section 4, we present techniques for modeling explosions realistically using two-
dimensional methods in three-dimensional earth models. Although seismic structures are
generally three-dimensional(3-D), numerical simulation of wave propagation through laterally
heterogeneous media is conceptually simpler and less computationally intensive in two
dimensions(2-D). Source expressions for 2-D that have the same radiation patterns as their 3-
D counterparts have been derived which can also correct for the differences between 2-D and
3-D wave propagation (Vidale and Helmberger, 1986; Stead and Helmberger, 1988; Helmberger
and Vidale, 1988). Because that technique approximately transforms waves from a cartesian
2-D grid to a cylindrically symmetric 3-D world, slightly anisotropic geometrical spreading in
2-D better approximates isotropic spreading in 3-D than simple isotropic spreading in 2-D does.
This paper describes a correction to the explosive source expression which reduces energy
traveling vertically out of the source region, but leaves unchanged the energy traveling
laterally out of the source region. We show that this correction will significantly improve the
results of using a 2-D grid to simulate elastic wave propagation from an explosive point source.

The effect of shallow station structure and lateral velocity variation are investigated for
records of the Amchitka blasts MILROW and CANNIKIN. The differences between the Meuller-
Murphy, Helmberger-Hadley, and von Seggern-Blandford reduced displacement potential (RDP)
source representations are smaller than the differences produced by various possible velocity
structures. Using a model based on known structure, a better fit is obtained for the records of
MILROW, primarily for the surface waves. In addition, a technique is developed to include
possible source asphericity. Using this technique, the Amchitka blasts, especially CANNIKIN,
show evidence of significant aspherical cavity formation.

In section 5, we present expressions and synthetics for Rayleigh and Love waves
generated by various tectonic release models are presented. The multipole formulas are given
in terms of the strengths and time functions of the source potentials. This form of the Rayleigh
and Love wave expressions is convenient for separating the contribution to the Rayleigh wave
due to the compressional and shear wave source radiation and the contribution of the upgoing
and downgoing source radiation for both Rayleigh and Love waves. Because of the ease of using
different compression and shear wave source time functions, these formula are especially
suited for sources for which second and higher degree moment tensors are needed to describe
the source, such as the initial value cavity release problem.

A frequently used model of tectonic release is a double couple superimposed on an
explosion. One of the purposes of this research is to compare synthetics of this and more
realistic models in order to determine for what dimensions of the release model this assumption
is valid and whether the Rayleigh wave is most sensitive to the compressional or shear wave
source history. The pure shear cavity release model is a double couple with separate P-wave
and S-wave source histories. The time scales are proportional to the source region's dimension
and differ by their respective body wave velocities. Thus, a convenient way to model the
effect of differing shot point velocities and source dimensions is to run a suite of double couple
time history calculations for the P-wave and S-wave sources separately and ,hen summing the
different combinations.

One of the more interesting results from this analysis is that the well known effect of
vanishing Rayleigh wave amplitude as a vertical or horizontal dip-slip double couple model
approaches the free surface is due to the destructive interference between the P-wave and SV-
wave generated Rayleigh waves. The individual Rayleigh wave amplitudes, unlike the SH-
generated Love waves, are comparable in size to those from otlier double couple orientations.
This has important implications to the modeling of Rayleigh waves from shallow dip-slip fault
models. Also, the P-wave radiation from double couple sources is a more efficient generator of
Rayleigh waves than the associated SV wave or the P-wave from explosions. The latter is
probably due to the vertical radiation pattern or amFlitude variation over the wave front. This
effect should be similar to that of wave front curvature.
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Summary

The research performed under the contract, during the period 17 March 1987

through 31 May 1989, can be divided into three main topics; modeling regional SH
waves thai propagate across lateral variations In structure, modeling explosions using

2-D numerical methods, and the effect of differing P and SV source time histories on the

generation of Rayleigh and Love waves.

In section I, intermediate-period seismograms recorded at Pasadena of earthquakes

occurring along a profile to Imperial Valley are studied in terms of source phenomena
versus path effects. Some of the events have known source parameters, determined by

teleseismic or near-field studies, and are used as master events in a forward modeling
exercise to derive the Green's functions (displacements at Pasadena due to a pure strike-
slip or dip-slip mechanism) that describe the propagation effects along the profile.

Both timing and waveforms of records are matched by synthetics calculated from two-

dimensional velocity models. The best two-dimensional section begins at Imperial Valley
with a thin crust containing the basin structure and thickens towards Pasadena. The

detailed nature of the transition zone at the base of the crust controls the early arriving

shorter periods (strong motions), while the edge of the basin controls the scattered
longer-period surface waves. From the waveform characteristics alone, one can easily

distinguish shallow events in the basin from deep events as well as the amount of strike-
slip versus dip-slip motions. Those events rupturing the sediments, such as the 1979

Imperial Valley earthquake, can be recognized easily by a late arriving scatlered Love

wave which has been delayed by the very slow path across the shallow valley structure.

In section 2', the effect of transition regions between continental and oceanic

structure on the propagation of Lg waves from continental sources is examined. In

particular, the attenuation due to variations In layer thickness in such transition

regions Is caiulated and explained for a suite of simple models. The measured

attenuation, due to the geometry of the transition regions between the oceanic and

continental structures within a partially oceanic path with source and receiver in a

continental structure, is at most a factor of four for frequencies from 0.01 to I Hz. This
Is Inadequate to explain the observed extinction of Lg along such paths. This extinction
has previously been attributed to the effects of the transition region geometry. The

method used to calculate the results presented In this study is developed and its validity

and accuracy are demonstrated. Propagator matrix seismograms are coupled into a
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Finite Element calculation to produce hybrid teleseismic SH mode sum seismograms.

These hybrid synthetics can be determined for paths Including any regional transition

zone or other heterogeneity that exists as part of a longer, mostly plane-layered, path.

Numerical results presented for a suite of transition models show distinct trends in each

of the regions through which the wavefield passes. The wavefield passes through a

continent-ocean transition regions, then a region of oceanic structure, and finally

through an ocean-continent transition region. When an Lg wavefront passes through a

continent-ocean transition, the amplitude and coda duration of the Lg wave at the

surface both increase. At the same time, much of the modal Ig energy previously

trapped in the continental crust is able to escape form the lower crust into the

subcrustal layers as body waves. The magnitude of both these effects increases as the

length of the transition region increases. When the wavefront passes through the region

of oceanic structure further energy escapes from the crustal layer, and produces a

decrease in 1g amplitude at the surface. The rate of amplitude decrease is maximum near

the transition region and decreases with distance from it. When the wavefield passes

through the ocean-continent transition region a rapid decrease in the Lg amplitude at the

surface of the crust results. The energy previously trapped in the oceanic crustal layer

spreads throughout the thickening crustal layer. Some of the body wave phases produced

when the wavefield passes through the continent-ocean transition region are incident on

the continental crust in the ocean-continent transition region. These waves are

predominantly transmitted back into the crust. The other body wave phases reach depths

below the depth of the base of the continental crust before reaching the ocean-continent

transition and, thus, escape from the system.

In section 3 , methods for representation theorem coupling of finite-element or

finite difference calculations and propagator matrix method calculations are developed.

The validity and accuracy of the resulting hybrid method are demonstrated. The

resulting hybrid technique can be used to study the propagation of any phase that can be

represented in terms of an SH mode sum seismogram, across regional transition zones or

other heterogeneities. These heterogeneities may exist in regions which form

subsegments of a longer, mostly plane-layered, path. Examples of structures of interest

through which such waves can be propagated using these techniques include, regions of

crustal thickening or thinning such as continent-ocean transitions or basins, anomalous

bodies of any shape located in the path, and sudden transitions from one layered

structure to another. Examples of the types of phase that may be propagated through

these structures include Love waves, 19, Sn, and Sa.
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In section 4, we present techniques for modeling explosions realistically using two-

dimensional methods in three-dimensional earth models. Although seismic structures

are generally three-dimensional(3-D), numerical simulation of wave propagation
through laterally heterogeneous media is conceptually simpler and less computationally

intensive In two dimensions(2-D). Source expressions for 2-D that have the same
radiation patterns as their 3-D counterparts have been derived which can also correct

for the differences between 2-D and 3-D wave propagation (Vidale and Helmberger,

1986; Stead and Helmberger, 1988; Helmberger and Vidale, 1988). Because that

technique approximately transforms waves from a cartesian 2-D grid to a cylindricaliy
symmetric 3-D world, slightly anisotropic geometrical spreading in 2-D better

approximates Isotropic spreading in 3-D than simple isotropic spreading in 2-D does.
This paper describes a correction to the explosive source expression which reduces

energy traveling vertically out of the source region, but leaves unchanged the energy
traveling laterally out of the source region. We show that this correction will

significantly improve the results of using a 2-D grid to simulate elastic wave

propagation from an explosive point source.

The effect of shallow station structure and lateral velocity variation are investigated

for records of the Amchitka blasts MILROW and CANNIKIN. The differences between the
Meuler-Murphy, Helmberger-Hadley, and von Seggern-Blandford reduced

displacement potential (RDP) source representations are smaller than the differences

produced by various possible velocity structures. Using a model based on known

structure, a better fit Is obtained for the records of MILROW, primarily for the surface
waves. In addition, a technique Is developed to Include possible source asphericity.

Using this technique, the Amchitka blasts, especially CANNIKIN, show evidence of
significant aspherical cavity formation.

In section 5 -, we present expressions and synthetics for Rayleigh and Love waves

generated by various tectonic release models are presented. The multipole formulas are
given in terms of the strengths and time functions of the source potentials. This form of

the Rayleigh and Love wave expressions is convenient for separating the contribution to

the Rayleigh wave due to the compressional and shear wave source radiation and the

contribution of the upgoing and downgolng source radiation for both Rayleigh and Love
waves. Because of the ease of using different compression and shear wave source time

functions, these formula are especially suited for sources for which second and higher
degree moment tensors are needed to describe the source, such as the Initial value cavity

release problem.
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A frequently used model of tectonic release is a double couple superimposed on an
explosion. One of the purposes of this research is to compare synthetics of this and more

realistic models in order to determine for what dimensions of the release model this

assumption Is valid and whether the Rayleigh wave Is most sensitive to the
compressional or shear wave source history. The pure shear cavity release model is a

double couple with separate P-wave and S-wave source histories. The time scales are
41 proportional to the source region's dimension and differ by their respective body wave

velocities. Thus, a convenient way to model the effect of differing shot point velocities

and source dimensions is to run a suite of double couple time history calculations for the
P-wave and S-wave sources separately and then summing the different combinations.

One of the more interesting results from this analysis Is that the well known effect

of vanishing Rayleigh wave Pmplitude as a vertical or horizontal dip-slip double couple
model approaches the free =.jrface is due to the destructive interference between the P-

wave and SV-wave generated Rayleigh waves. The individual Rayleigh wave amplitudes,

unlike the SH-generated Love waves, are comparable in size to those from other double

couple orientations. This has Important implications to the modeling of Rayleigh waves
from shallow dip-slip fault models. Also, the P-wave radiation from double couple

sources is a more efficient generator of Rayleigh waves than the associated SV wave or
the P-wave from explosions. The latter is probably due to the vertical radiation pattern

or amplitude variation over the wave front. This effect should be similar to that of wave

front curvature.
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SECTION 1

MODELING REGIONAL LOVE WAVES: IMPERLAL VALLEY TO

PASADENA
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MODELING REGIONAL LOVE WAVES: IMPERIAL VALLEY TO
PASADENA

By PHYLLIS Ho-Liu AND DONALD V. HELMBERGER

ABSTRACT

inrmedate-period se mograms recorded at Pasadena of eartiluakes oc-
mrring ak"g a profile to Imperial Vally are studied In terms of source phenmena

versus path afercs. Some of the events have known source parameters, deter-
aiedby tlaseamic or near-flod studies, and am used as master events In a

forward modeling exercise to derive the Omen's fumtions (displacements at
Pasadena due to a pum ste-sip or dip-sip mechanism) that descbe the
propagation effects along the profile. Both timing ad waveforms of records are
matched by synthetics calculated from two-dimenlonal velocity models. The
best two-dimensional section begins at Imperal Valley with a thin crust containing
the basin structure and thickens towards Pasadena. The detailed nature of the
ranstion zone at the base of the crust control the early arriving shorter periods
(strong motions), while the edge of the basin controls the scattered longer-period
surface waves. From the waveform characterists alone, one can easily distin-
guish shallow events In the basin from deep events as well as the amount of
strike-sip versus dip-slip motions. Those events rupturing the sediments, such
as the 1979 imperial Valley earthquake, can be recognized easily by a late
arriving scattered Love wave which has been delayed by the very slow path
across the shallow valley structure.

INTRODUCTION

Recent broadband (BB) observations of regional phases at Pasadena, IPAS
suggest that these seismic motions are strongly influenced by path effects (Fig. 1)
The top two traces contain the BB displacements produced by two San Migue
events rotated into tangenital and radial directions. The event on the bottom i
roughly 50 times larger than the upper foreshock. The next few sets of traces displa3
simulations of what these motions would produce on conventional instruments
operated by the Seismological Laboratory at various times. The long-period Wood.
Anderson (wa.lp), operated during the 40's and 50's, produced the primary data set
used in the stress-drop study by Thatcher and Hanks (1973).

The similarity of these two events across the various frequency-bands is a rather
common occurrence (Bent et aL, 1989) and emphasizes the role of propagation in
regional phases. If we knew the mechanism of the smaller foreshock, we probably
could make some good estinates of the faulting parameters of the main events by
using the well-known empirical Green's function approach (Hartzell, 1978). This
approach has proven very useful in strong-motion simulations of main events from
their aftershocks by assuming that the aftershock and the main event have the
same mechanisms. The strength of this procedure lies in eliminating the path effects
by assuming they are included in the small event record automatically. The main
problem in applying this method regionally is that it is difficult to find an aftershock
or foreshock with the same orientation as the main event at the appropriate depth
and range.

Generally we do not know the mechanisms of many of these moderate aftershocks
because they are too large for local arrays and too small for global networks. In
addition, waveforms of different aftershocks are often so different, even if they are

2



MODELING REGIONAL LOVE WAVES
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FIG. 1. The upper trace of each pair is a small foreshock, M - 3.2. The lower trace is a M - 5.3
foreshock at a similar location. Comparnng the amplitudes one can see that the larger event is richer in
longer periods as expected. The wa.lp simulation corresponds to instruments operated in the 40's and
50's.

spatially close to each other, that it is not easy to determine which aftershock can
be used as an empirical Green's function to simulate the main event. Examples of
this category of events are the series of aftershocks of the 1979 Imperial Valley
earthquakes recorded on the Press-Ewing (30-90) of Pasadena (Fig. 2). We would
like to call attention to the three aftershocks labeled A, B, and C, where motions
for all three events are about the same size on the vertical (UP) component but
distinctly different on the horizontals (EW and NS). Differences in waveforms are
also apparent on all three components. Since the paths from the Imperial Valley to
Pasadena are essentially the same for the three events, we would conclude that the
source characteristics (depths and faulting parameters such as strike, dip, and rake)
must be different. As we will discuss shortly, event A is probably a mid-depth
normal dip-slip event, whereas event B is a shallow normal dip-slip event. Event C
is a deep strike-slip event.

In order to study these seismograms in detail, we digitized and rotated the NS
and EW components to obtain the tangenital (SH waves) and vertical-radial (P-
SV waves) components. At these periods the motion appears to be well behaved, in
that the P waves are not apparent on the tangenital component. Particle motion
studies of the type discussed by Vidale (1986) conducted on these recordings indicate
that the first 10 sec of record is consistent with P waves and diffracted SV waves
followed by Rayleigh motion. Similar analysis of filtered rotated torsion records
indicates that separation of the P-SV and SH system occurs down to periods of
about I sc (Fig. 3). Thus, it appears that two-dimensional models may prove
effective in removing the propagational distortions so that source retrieval is
possible.

3
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MODELING REGIONAL LOVE WAVES

In this study, we well derive a 2-D model appropriate for a cross section from
Imperial Valley to Pasadena using a master event and the forward modeling
approach. The resulting Green's functions will then be used to examine some of the
more important events located in the map displayed in Figure 4. Events occurring
to the northwest of the Imperial Valley are relatively simple, while events in the
basin are always complex, especially the shalloi y ones. Considering the obvious 3-D
geometry indicated in Figure 4, it is rather surprising that these records do not
show more evidence of multi-pathing and Love-Rayleigh mixing. This subject will
be addressed later. We consider primarily the long-period tangenital motions in this
pilot study because less computational effort is involved compared to modeling the
P-SV system recorded on the radial and vertical components.

CRUSTAL CROSS SECTION AND GREEN'S FUNCTIONS

Searching for suitable Green's functions by trial-and-error testing can be a time-
consuming endeavor but the basic approach has proven effective in previous studies
(Vidale et aL, 1985; Helmberger and Vidale, 1987). Two types of codes were
employed, namely the generalized ray method (GRT) for laterally varying layers
(Helmberger et al., 1985) and a modified finite-difference (FD) technique (Vidale et
al., 1985). The first method is analytical and can be used effectively to adjust deeper
smoothly varying structures for proper timing and critical angle positions. The
truncation of basins, however, requires the more powerful numerical approach.

As in all forward modeling attempts, one starts with the best geophysical data
available for constraining the initial model. Fortunately, considerable studies have
been conducted in this region. For the Imperial Valley velocity profile, we used the
model proposed by McMechan and Mooney (1980) and Fuis et al. (1982). Just
outside the basin we used the results from Hamilton (1970), who investigated the
Borrego Mountain aftershocks with controlled calibration shots. Hamilton's results
suggest a thick crust-mantle transition zone. At Pasadena we adopted the model

EVENT LOCATIONS

PA S

340 -

06.

50S kmI

0 Smellll tweatet -- ------- 1

-1180 -1170 -1160
IG. 4. MVp shwn locations of Pasadena, PAS, and events use in this study.
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proposed by Hadley and Kanamori (1977, 1979) with a thick crust and relatively
sharp Moho transition. These vertical profiles were assembled by allowing for a
gentle dipping connecting structure and produced an initial cross-section from
Imperial Valley to Pasadena.

An example calculation for a deep event near Anza is given in Figure 5, which
shows the simplicity of the propagational path to Pasadena for hard-rock sections.
All six events north of Borrego look similar to the upper plot (Fig. 6) and can be
explained by a multitude of of models. However, note the complexity of the bottom
trace in Figure 5, A - 85 km (synthetic), appropriate for a basin site. Features
produced by this geometry are discussed at length by Vidale et al. (1985). Thus, the
biggest difficulty is modeling the edge of the basin properly to explain the PAS
records of the basin events.

Synthetic for a basin event are displayed in Figure 7 along with the master event
(Brawley) observations, A - 256 km. The source parameters for this event were
determined earlier by Heaton and Helmberger (1978) and are treated as known.

Imperial Volley Anzo PAS
9 - - 9

II
S-P Wood Anderson L-P 30-90
torsion synthetics synthetics

2.4 km 1.5 PAS

-165

. 1.5

3.1 2.9
- 65

3.8 4.2

S 3.7 5.8 Anzo

- 35

4.2 05 k .

60M

FIG. 5. Profile of Green's functions with the source outside the basin, small solid box beneath Ama.
Little waveform distortion is observed along the path towsrds Pasadena (upper four trames) while very
eomplicated waveforms develop rapidly in the basin (lower two taces), indicating the important effect
of the basin edge on wave propagation along thi profile.
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ANZA EVENTS, AND AFTERSHOCKS

76/08/1l OF 1968 BORREGO AND 1969 COYOTE MTN. 79/02/12
EARTHQUAKES ^1

Me . 3 10 
5 Me - 1X1021

dyne -cm 14 
'

m dyne -cm

78/06/05 69/05/19

Mo. 4.2 10+22 14&m k8 \.km 7? X 1022

68/04/29

60-.C sece 

.6 x102

FiG. 6. Long-period modeling of three Anza events and two aftershocks of the 1968 Borrego Mountain
event and one of the 1969 Coyote Mountain aftershocks. The corresponding focal mechanism is also
shown.

This assumption allows us to perturb the various model parameters to improve
agreement in waveform and absolute timing. Goodness-of-fit is determined simply
by overlaying the synthetic and observed waveforms. This procedure goes relatively
fast for long-period modeling but becomes increasingly tedious at higher frequencies.

The best-fitting model to date has a slow mantle velocity of 4.28 km/sec, a
northwest-thinning Moho-crustal transition layer of 4.18 km/sec, a dipping crustal-
Moho transition layer of 4.05 km/sec, a dipping lower crust of 3.78 km/sec that
thins out to the northwest, and an upper crust of 3.38 km/sec that also dips
northwest. The idealized Imperial Valley basin surface has two layers of very slow
shear velocities of 1.0 km/sec and 2.34 km/sec, corresponding to what Fuis et al.
(1982) described in their P-wave refraction profiles. A thin layer of 3.24 km/sec
that thins out at the edge of the basin lies underneath the slow sediments. This
model is displayed at the top of Figure 8 with strike-slip and dip-slip synthetics
given below. Note the rapid development of dispersion and waveform complexity
caused by the slow Valley structure which is evident at A - 62 km. Not much more
complexity develops along the remaining hard-rock path suggesting the applicability
of numerical-analytical interfacing codes (Stead and Helmberger, 1988).

Depth sensitivity is displayed in Figure 9 at the range of 262 km, which is
appropriate for the Imperial Valley aftershocks. For both strike-slip and dip-slip

7
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11/4/76 1 /4/76 Aftershock

Synthetic

60 see

IV Anzo PAS

3-56 0-4,18 D. -378 0-338
OFa265 p*.2 p.2 ,2 6

p PI 0sp2.3 0-3.18
p i .4 #a2.3 p 25

FIG. 7. TanMa component of the Drawq earhquake and its aftershock w. reorded on L.? 30-
90 of dw Pa Atai"m and the71 w i odtpraeth

inYRthstC b obained boin Heaton and Hlbre

mechanism, absolute amplitude decreases wit depth fore agven moment. in
addition, a pure strike-slip mechanism results in almost twice the amplitude of a
pure dip-slip mechanism at a11 four depths. In general, we also expect to see a
oballow source excite more surface waves for both mechanisms, and deeper source

to show less complexity. These results are similar to those found in flat layered
models.

For small events, we expect source durations to be short compared to the 30-90
lnstnimental response and, therefore, we should be able to fit any sismogram by a
linear combination of the Green's functions displayed in Figure 9. A total of nine
events with unknown source parameters, including the three aftershocks described
earlier and the Brawley aftershock, were collected as a data set to which the Green's
functions were applied. These events are listed in Table 1, where the location* and
depths are from the Caltsch catalog. After reviewing focal mechanisms for published
mecthanisms for ewents in this region (Johnson and Hadley, 1976; Heaton and
Helmbarger, 1978, Fuls et d, 1962; Johnson and Hutton, 1962 Liu and Heimberger,
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VARIATIONS OF GREEN'S FUNCTIONS
WITH DEPTH

Dip Slip Strike Slip
depth,

km 10.8

7.0

S14 2.8
10.5

1.0 2.8
140

Fr. 9. Sensitivity of Green's functions to depth. Sources are put in four different depths at the same
spicentral location as the 1976 Brawley event: 3.3, 7.0, 10.5, and 14.0 km. In general, when the source is
still in the basin, more surface waves are enerated and when the source is below the soft and slow
sediments in the basin, the waveforms are simpler and energy drops off rapidly with time.

TABLE I
SuMMAity OF FAjtTHQUAIES USED IN THE IMPERIAL VALLEY LONG-PRIOD STUDY

Iet a" Time (GMT) latidh (N) luaok. (W) Dsa (fI) Dip Rake Stinke
(/dd/yy)

I(A) 10-16-79 03:39:35.04 32' 16.92' 115' 33.01' 5.14 10" 90" 99"
2(B) 10-16-79 0W.36:41.89 82 66.98' 115 31.41' 4.27 10* 90. 99"
3(C) 10-16-79 11:47.56.06 32' 54.81' 115 33.61' 5.09 90" 180" 119"
4 11-4-76 14:12"50.28 38" 07.41' 115' 37.19' 2.71 90' 180' 328'
5 11-4-76 ' 10-41:37.54 38" 07.89' 115" 37.40' 0.565 90 180- 328"
6 10-16-79 23:16:32.18 33" 01.33' 115" 30.37' 3.32 20' 180' 300'
7 10-17-79 22:45:33.82 33' 02.40' 115' 30.02' 1.87 70 160' 334'
8 10-16-79 03:10:47.83 32 57.05' 115' 32.10' 4.22 70' 190" 334'

9 10-16-79 05:49.10.97 32" 56.48' 115' 32.31' 4.66 10' 90' 99'
10 4-25-81 07:03:14.12 3' 06.24' 115' 37.69' 5.24 45" -90' 0'

- Baw e , ae .

simple for both strike-slip and dip-slip mechanisms, and it changes only slightly
with depth. It appears that the deeper the event, the simpler the waveform it
created. This features proves useful in fixing the depths of events as did the amount
of surface wave excitation for events in the Imperial Valley.

In order to check the derived crustal model for its accuracy outside the Imperial
Valley Sedimentary basin, we applied the same murce-modeling process to three
events at Ansa, an aftershock of the Coyote Mountain 1969 event, and two
aftershocks of the 1968 Borrego Mountain event (Fig. 6). The mechanisms used to

9
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VARIATIONS OF GREEN'S FUNCTIONS
WITH DISTANCE

IV Anzo PAS

2 5

[-2 A,6km 4.1mm

_ 262 (

PAS2.6 2 3.8

2.4 4.4

Anza

--- -- - 112

Dip Slip * Strike Slip
60 sec

(Mg ,Ol 3 dyne-cm)

FIG. &. Prefe d loft model and the amepoedlig Green's banctiona generated with a sourcedepth of 7 km at the location of the 1976 Bwlyehquake (A-2in). Tb tationsloca dat
80 km interval with the last oration at Pasadena. Note the rapid de ment of surface waves in the
bain portion of the path. Maximum amplitudes m gmen i-mm x 10o'.

1985), a total of 21 possible orientations for each event was considered. The best-
fitting combinations are displayed in Figure 10 with depths, magnitudes, and
moment estimates given in Tables I and 2. Note that event C, as discussed earlier,
is modeled as a deep strike-slip event, while event B appears to be a shallow dip-
slip.

The moment required to match the Brawley data was 3.0 x IO's dyne-cm, which
can be compared with the 3.2 fomnd by Heaton and Helmberger (1978) using local
strong-motion data

The sensitivity of Green's Anctions to depth for sources at Anus appears totally
different from that in Imperial Valley (Fig. 11). In general, the waveform is very

10
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to~ 

4 *

0 LNPEIDMDLNG 7k

OF IMERA VALE EVNT

9AL 2 /g

instrument. ~ ~ ~ ~ 8 Thelo modeled mehns*aeasshw.RslsidcttatvnCisal depogie-

2~~~~AL 2. . . . 2

5H 62.10 4.7le 4.6 1010.6

0 6 0.08 4.8 5.1 7.0 4.66

10 6.1 4.5 8.9 10.5 5.24

U. ane given in 10" dyne-em.

model the Anma evente were again vollected from various studies (Given, 1983;
Sander. and Kanamoui, 1984) and adjustments made to fit the data. The fits
between synthetics and data are reasonably good with results given in Tables 3
and 4.
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VARIATIONS OF GREEN'S FUNCTIONS
WITH DEPTH

Dip Slip Strike Slip
depth.

km .911.9

1.1 5.5
10.5

1401.3 3.4

60 sec

pla. 11. Sensitivity of Green's fbjnctions, to depth with the source at Anma distance. The waveforms
sme simple compared to those displayed ini Figur 9. Ther is n" au much difference in the complications
of waveforms with depth as in the previous case.

TABLE 3
SUMMARtY or Sounci MliChAisMS FIT To TmRE ANzA EmuNT IN TuE LocAL MAGNITUDE

RANGE 0F 4 To 5

(mmiM/yy) (GbM L1AQW& (N) ... SinAd (W) (a

06-11-76 15:2458.42 33* 28.9' 116'380.62' 14.0 70' -68' 4,5'
06-06-78 16-03:03.72 23' 25.21' 116. 41.01' 14.0 70* -00 152'
02-12-79 04.48:42.26 83' 27.21' 116' 25.44' -5.0 II 0' 145'

Strke a meamired clockwise hom North.

TABLE 4
SUusAIAR OF SOuacz MIRCiANuIaINI FIT To AFImSocits oP
rT= 1968 DOeUcGO MNTAIN AND 1966 COMM~ MOUwrNTI

EAMTQUAE

04464J 0600 S8. 38* 06.4' 1160 00.4' 45' 90- 0'
04-0-46 1631 86 83' 18.9' 116' 18.3' 80* 251* 163'
06-19-49 1440 83.0 33' 20.9' 116' 11.3' W0 251' 163'

90ftike Is ameud clockwise haoe North.
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STRONG MOTIONS FROM IMPERIAL VALLEY EVENTS

One of the objectives of this study was to provide Green's functions appropriate
for strong motions in the frequency domain of 10 to 0.1 Hz. Unfortunately, we do
not have broadband data at these intensity levels so that we must rely on recordings
from the low gain Wood-Anderson (lOOX).

At 10 Hz the problem becomes extremely complex and the motions no longer
separate into the P-SV and SH systems. Also, we no longer expect events of this
magnitude (ML > 5.5) to be as simple as the small events discussed earlier. Thus,
it is difficult to assess the adequacy of our results, since we can only compare
predicted motions at Pasadena based on independently determined source studies
from near-in data at Imperial Valley. Three-component data may help resolve the
source properties by providing more data, and this subject will be addressed in a
later effort. At this stage, we will examine only the 1979 Imperial Valley earthquake
as an example. The secondary energy, arriving about 40 sec after the initial motion
that accompanies many of the shallow events in the Valley, will be discussed later.

Several inversions were done on the 1979 Imperial Valley main shock. The general
consensus of the rupture includes an initial 10 km deep epicenter that ruptured
northwestward along the Imperial Fault at a rate of 75 per cent of the shear velocity;
the rupture then continued on at a shallower depth (Hartzell and Helmberger, 1982;
Olson and Apsel, 1982; Hartzell and Heaton, 1983) Archuleta (1984) holds a slightly
different conclusion on the rupture process, with an initial strike-slip source at
about 8 km depth rupturing northwestward. Subsequent rupture occurred at two

Inversion 2 sec filtered 4 sec filtered
Models Synthetics synthetics synthetics

Hartzell a .MIA~aa..tJA~IAA,..
Helmberger

Heaton

oO nArchuleta

43

Olen B
Aspel1

Flo. 12. Simulationso .1s n otin of tIae 1979 Imperial Valley emet using four inversion models
(Olson and Aspl, 1962; Harasiand lHsImberger, 1962; Hartsell anod Heaton, 1963; Archuleta. 1984).
Amplituides are given in em for a moment of 8.0 x 10"h dyne-cm.
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Olsen & Aspel Archuleto

1979 Imperial Valley Data

Hartzell S Heaton Hartzell 1 Heimberger

60 sec

FG. 13. Comparison of 4-sec fitered tanpnital motion against predicted synthetics.

main locations, both at about 10 km depth, with a minor dip-slip rupture at about
30 km from the epicenter along the strike of the fault. The Hartzell and Helmberger's
model (model HH1) and the Hartzell and Heaton's model (model HH2) are very
similar, while Olson and Apsel's model (model OA) is a more continuous model,
which can be simulated using nine segments of rupture. We attempt to model this
1979 main shock by treating each rupture segment in each inversion model as an
earthquake source. Using the same mechanism as inverted by the above workers,
we combine our synthetics with the mechanism. and then add the segments up
according to the corresponding delay time along the fault. Simulations of such
strong motions appropriate for the Pasadena torsion are shown in Figure 12 with
the corresponding inversion models.

A comparison of the filtered data with the synthetic predictions is displayed in
Figure 13. The synthetic responses shown in Figure 12 require a time derivative to
compare with the corresponding WA record in displacement which tends to emphs-
size the high frequency tails such as in the Olson-Apeel model. In general, all of
these models display some merit, although it appears that the two models on the
left fit the waveform data somewhat better. The important point in this comparison
is not which model fits better but that complex earthquakes (multiple ruptures) can
be probably distinguished from simple events when BB Green's functions are
available. Thus, this type of regional data from historic events can be used to help
delineate rupture patterns along important fault segments.

14
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DISCUSSION AND CONCLUSION

Many of the events in the Imperial Valley data set have a secondary arrival that
is about 60 sec late (Fig. 10), which we have neglected. There are several possibilities
for the secondary arrivals: (1) Source structural effects, which include three-
dimensional scattering due to the Imperial Valley basin structure; (2) Source
parameters effects, which suggest double events or complicated faulting mecha-
nisms; (3) Receiver structural effects, which are local effects due to receiver being
in or near a basin; and (4) Path complications, which suggest structural effects
along the same path that are not in the present model.

Source structural effects would result in waves arriving at the receiver along
different azimuths. We determined by complex polarization studies (Vidale, 1986)
on the three components that the late arrival was traveling along approximately
the same azimuth as the main arrival. So we believe that this late arrival comes
mainly from the same ray azimuth as the main arrival, though there is a clockwise
rotation after the first arrival at Pasadena. This effectively rules out possibility (1).

The three events we studied at Anza, the Borrego Mountain distance, and the
Coyote Mountain events show no secondary arrival at all. The arrivals have
relatively simple waveforms. The hypothesis that the secondary arrivals on the
Imperial Valley events are effects of the local receiver structure is then ruled out
because of the absence of such arrivals on the other records of events outside the
basin.

We are now left with possibilities (2) and (4). It is fairly unreasonable to attribute
double mechanisms to all events with secondary arrivals. However, shallow events
have secondary arrivals, while deeper events do not. The secondary arrival also has
lower frequency than the main arrival as recorded on the long-period instrument
and are not found in high-frequency records. These features suggest that this

Dip Slip Strike Slip

7.64 853 cm

7.29 8.84

7.60 12-36

11.57 1640

18.15- 26.02

3944 i, 78.56

FIG. 14. Numerical responhe along a profile fom IV to PAS for an dealised basin model. Note the
sharp edge of the basin typical of faulted stnacuama at the western edge of this particular basin.
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secondary pulse has traveled as a trapped surface wave in the surface sediments to
the edge of the basin and regenerates into a normal Love wave.

A number of numerical profiles with sources placed at various depths in a variety
of basin models were generated to test the above hypothesis. When the source is
situated in the sediments and when the basin ends sharply, the secondary arrival
becomes particularly strong, as displayed in Figure 14. Basin models with gentle
dipping edges do not show the secondary arrival and apparently scatter the surface
waves at lower ray parameters, probably teleseismically, as found in the study by
Stead and Helmberger (1988).

The broadband responses displayed in Figure 14 do not contain the instrument
and suggest that the secondary arrival is not depleted in high frequency as observed.
Thus, the observed secondary arrival has lost its high frequency by attenuation in
the soft sediments or, perhaps, the source excitation is very low stress drop. This
subject is best pursued with broadband three-component array data and will be
addressed in a subsequent paper.

In conclusion, we have demonstrated that many of the complexities of interme-
diate-period regional Love waves can be explained by 2-D models. The added
modeling parameters allow the creation of complex dispersed wave trains to develop
in basins and then travel relatively large distances with only slight modifications.
The usefulness of Green's functions from such models will be explored in future
efforts.
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SUMMARY
The effect of transition regions between continental and oceanic structures on the propagation
of L. waves from continental sources is examined. In particular, the attenuation due to
variations in layer thickness in such transition regions is calculated and explained for a suite of
simple models. The measured attenuation, due to the geometry of the transition regions
between the oceanic and continental structures within a partially oceanic path with source and
receiver in a continental structure, is at most a factor of four for frequencies from 0.01 to
1 Hz. This is inadequate to explain the observed extinction of L, along such paths. This
extinction has previously been attributed to the effects of the transition region geometry. The
method used to calculate the results presented in this study is developed and its validity and
accuracy are demonstrated. Propagator matrix seismograms are coupled into a Finite Element
calculation to produce hybrid teleseismic SH mode sum seismograms. These hybrid synthetics
can be determined for paths including any regional transition zone or other heterogeneity that
exists as part of a longer, mostly plane-layered, path. Numerical results presented for a suite
of transition models show distinct trends in each of the regions through which the wavefield
passes. The wavefield passes through a continent-ocean transition region, then a region of
oceanic structure, and finally through an ocean-continent transition region. When an L,
wavefront passes through a continent-ocean transition, the amplitude and coda duration of
the L, wave at the surface both increase. At the same time, much of the modal L, energy
previously trapped in the continental crust is able to escape from the lower crust into the
subcnrstal layers as body waves. The magnitude of both these effects increases as the length
of the transition region increases. When the wavefront passes through the region of oceanic
structure further energy escapes from the crustal layer, and produces a decrease in L,
amplitude at the surface. The rate of amplitude decrease is maximum near the transition
region and decreases with distance from it. When the wavefield passes through the ocean-
continent transition region a rapid decrease in the L. amplitude at the surface of the crust
results. The energy previously trapped in the oceanic crustal layer spreads throughout the
thickening crustal layer. Some of the body wave phases produced when the wavefield passes
through the continent-ocean transition region are incident on the continental crust in the
ocean-continent transition region. Mese waves are predominantly transmitted back into
the crust. 7he other body wave phases reach depths below the depth of the base of the
continental crust before reaching the ocean-continent transition and, thus, escape from the
system.

Key wers synthetic seismograms, L. waves, continental margins, finite element,
attenuation

INTRODUCTION half-space. The wavefields transmitted through the trans.
ton region models are calculated to model L,. The modal

This paper presents a study of the propagation of L. waves interpretation of L, on which the calculation of synthetic
across ocean-continent transition regions. The transition seismograms a based will be Justified below. The
uelons are represented by simplified models ea consisting importance of the method introduced in the next paragraph
of a custal layer with a umnothly varying thickness above a and its application to studies of L, propagation in major
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areas of study such as tectonic mapping and nuclear mode surface wave interpretation of L, was initially
discrimination will be explained, and the new results this unpopular because, in its earliest forms, based on
method will make possible will be discus and related to fundamental mode Love waves alone, it did not explain the
previous work. vertical and longitudinal components and the long coda.

The changes to a L, wavefield, as it travels across a However, it subsequently superseded the alternate explana-
transition region, are modelled using a hybrid method which tion in terms of channel waves trapped in the crust above a
combines the Finite Element method (FE) and the low-veloCity layer for the following reasons. Oliver & Ewing
Propagator Matrix technique (PM) (Harkrider 1964, 1970, (1957, 1958), Oliver, Dorman & Sutton (1959) and Kovach
1981). PM seismograms for L. waves from a continental & Anderson (1964) showed that all components of L. could
source are coupled into a FE calculation which propagates be interpreted by considering both higher mode Rayleigh
the L, wavefield acrss the continent-ocean boundary. and Love waves. Knopoff et at. (1975), Panma & Calcagnile
Results from the FE calculation are then coupled into a (1974, 1975) and Bouchon (1981, 1982) used the higher
second FE calculation which propagates the L. wavefield mode interpretation of L. to calculate synthetic seismo-
through an ocean to continent transition region. The results grams, which demonstrate that a low-velocity channel
of either FE calculation may be propagated through a region below the custal waveguide was unnecessary. Other phases
of horizontally uniform waveguide by coupling them back previously defined in terms of the channel model have been
into a PM calculation using the Seismic Representation mucessfully modelled using the higher mode surface wave
theorem (RT) (de Hoop 1958). The FE to PM coupling can model. Schwab, Kausel & Knopoff (1974) and Mantovani
be used to economically investigate the effects of long ocean et at. (1977), considered S., Panza & Calcagnile (1975)
path lengths between regions and is the subject of later considered R, and L, and Stephens & hacks (1977)
papers. Here we restrict ourselves to regions in and near considered the transverse component of S. Clearly, the
transition zones separated by short (5150 kin) ocean paths. multimode surface wave explanation of Ll is valid and

One of the important types of observational studies of L. useful. However, the long L. coda observed is still not
has been to distinguish regions with oceanic crustal completelr understood for phase velocities less than
structures from those with continental crustal structures. 2.8 km s- . The attribution of this long coda to diffraction
Press & Ewing (1952) and Bath (1954) observed extinction and reflection from crustal structure is supported by the
of L, when the propagation path included an oceanic results presented in this study.
portion of length greater than 200 km, and high attenuation A simple parallel of the multimode surface wave
or extinction when the oceanic path length was as short as interpretation, which is a very useful aid in the
100 km. This led to the commonly used assumption that interpretation of the wavefields presented in this study, is
paths which pass under oceans but do not attenuate L, are the representation of the multimode L, arrivals as
continental. The results of the present paper seriously superpositions of multiply reflected post-critical SH and SV
challenge the interpretation that paths with short oceanic rays trapped in the crustal layer. Bouchon (1982) used this
portions which show little or no L. attenuation are type of interpretation for L. arrivals for group velocities
necessarily continental. They may necessitate the reassess- between 3.5 and 2.8 km s-'. Pec (1967) and Kennett (1986)
ment of some of the results of studies of L. in many regions also used the ray approach to address properties of L.. This
of the world (Press, Ewing & Oliver 1956; Savarensky & type of interpretation can also be used to explain where
Valdner 1960; Bolt 1957; Lehmann 1952, 1957; Oliver, structure causes conversions from L, to distinct body waves
Ewing & Press 1955; Herrin & Minton 1960; Wetmiller or from one SH mode to another. Gregersen (1978)
1974; Gregersen 1984; Kennett & Mykkeltveit 1984). discusses conversion between different modes of Love waves

Another major use of L. waves is in the determination of and between Love and Rayleigh waves at ocean-continent
magnitudes, mbL. , of explosions and earthquakes. Different boundaries. For near normal incidence conversion between
types of magnitudes, including mba.,, are compared to Love and Rayleigh waves is shown to be a small effect.
discriminate between the two types of sources (Blandford However, future 3-D modelling would be necessary to
1982; Pomeroy, Best & McKevilly 1982). ma' confirm these conclusions based on an approximate method.
measurements are also used to derive y, the coefficent o Understanding conversion between modes of La and
anelastic attenuation, which is important in many types of between L. and other phases is an important pan of
wave propagation and attenuation studies and can be understanding the mechanisms of attenuation of L. along
employed to mess the possible destructiveness of mixed paths.
earthquakes. It is important to understand if reflections, Many attempts to understand the propagation of seismic
refrctions, or difractions from changes in crustal thickness, disturbances across regions of varying structure such as
generally ignored in studies measuring mrLu or r will transition oes have been made. Fist, simple models were
produce signifkant effects not accounted for in the wed and analytical solutions were derived for soluble
interpretations given (Nuttli 1973, 1978, 1981; Herman & special cases, then increasingly complicated models were
Nuttli 1975, 1982; Street 1976, 1964; Street, Herrmann & considered a available computational power increased. The
Nuttli 1975; Street & Turcotte 1977; Jones, Long & McKee types of models that have been used to approximate
1977; Bollinger 1979; Barker, Der & Mrazek 1981; Nicolas transition regions can be separated into several types which
er eW., 1962; Dwyer, Herrmann & Nuttli 1963; Cung & are illustrated in Fig. 1. Sato (1961a) derived analytical
Berureuter 1961; Singh & Herrmann 1963; Compillo, results for models of type la (Fig. a) with L -0 and L >0.
Bouchon & Massinon 1984; Herrmann & Kijko 1963). Kennett (1973) conidered the problem of seismic waves

The preferred interpretation of L, is in terms of a interacting with a layer or layers in which properties change
superposition of higher mode surface waves. This higher amss a surface perpendicular to or at a specified angle from
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1_ _ _ _ simple Love wave (T>20 s), using the Finite Difference
(FD) method. He noted that in the region of the transition

' 2 ~ () mode conversions and conversion to other types of waves
_ -__ .L____-_seemed to be important. Lysmer & Drake (1971,1972) and

Drake (1972) use a FE method based on Zienkewicz &
[i Caeung (1967). Ibis formulation requires that the incident

I modal energy is exactly equal to the sum of the reflected and
(b) transmitted modal energy. The body waves present in the

system produce distorions to the elastic layer over a
half-space eigenfunctions, which increase for higher modes.
Drake & Bolt (1980) used the same method with a model of

[~I~~~T1 type Id (Fig. id) to study a m realistic model fitting
fundamental mode phase velocity data for events normally

- (c) ' gincident on the California continental margin at periodsIF ,, t._1 between 4.4 and 60 s.
- All the studies discussed in the previou paragraph ued

periods much longer than those that will be considered in
the following discussions. The shorter periods used in this
study allow the examination of the effects of transition
mgions with L many times A. The energy escaping from the
rustal waveguide is shown in this study to be an important

(d) component of the explanation of the attenuation of the L.
L phase travelling on partially oceaic paths. Previous studies

considered mainly fundamental mode Love wave input
___sampled at a selection of discrete frequencies, while the

forcing functions used in this study are a sum over a range of
Irq 1. Types of models ued in studies of propagtion of Low frequencies on the fundamental and first five higher

waves w o mtinent-ocean boundaries, in order of increasing branches. Of the previous studies, only Kennett &
inmplexity. (a) shows two homogeneous layered region, I and 3, Mykkeltveit (1984) have generated realistic seismograms

separated by an intermediate region, 2, in which elastic pipares similar to those used in this study; instead other studies
vary moothy between their values in regions I and 2. (b) shows a concentrated on measuring phase velocities and transmission
layer over a half-space with a step change in the thickenss of the and reflection ceffiients.
layer. (c) shows a model with a smooth change in thickness, either
at the surface or the Moho. (d) shows a model with a snooth
change in thicknes both at the snrace and the Moho. The PROPAGATOR TO FINITE ELEMENT
variatiom in (a), (c), and (d) occur in a trnition region of COUPLING
lengh L. The hybrid method used in the present study allows the
the layering. Several types of solutions for models of type lb determination of synthetic L, seismograms for propagation
(Fig. lb) have been derived. Sato (1961b) obtained paths which include a non-plane-layered transition region as
approximate analytical reflection and transmission a small portion of a longer mostly plane-layered path. A
coefficients, for h << A, where h is the crustal thickness and A graphical representation of the hybrid method is shown in
is the incident wavelength. Hudson & Knopoff (1964), Fig. 2. No transition region is illustrated in the figure, but
Knopoff & Hudson (1964), Hudson (1977) and Bose (1975) any type of structure may be inserted into the FE grid.
derived similar solutions without applying the h <<;L Within a plane-layered medium, that is outside any
constraint. Alsop (1966) developed an approximate solution transition region, the 'trapped' wavefleld can be mathemati-
for these coefficients applicable when all energy remains in cally constructed at any point receiver using the PM
Love waves. Gregersen & Alsop (1974,1976) extended this technique and an appropriate form of a source repre-
method to the case of non-normally incident Love waves. sentation. The resulting far-field eisogram will include not
They found that for oblique incidence at angles les than 40 only a direct arrival but also the superposition of many
sormal incidence is a good approximtion. Kazi (1978a, b) multiple critical and pstacritical rdections which produce
derives solutions that acount for and demonstrate the the Iuface waves in the wmetan. Each such PM
inportmce of the Lov waves converted to scattered body eismorpamn is ropresented in Fig. 2 by a singe solid line
waves at the surface step. Martel (1960) aed a FE from the source to the receiver. A set of PM seismograms,

sdmque and sptial fating to isolate the difracted body for a specied source function, are generated at a group of
wa omponent. Many workers have studied model of intermediute receivem, equally spaced in z, located at the
typ ic (Fig. lc). Knopoff & Mal (1967), and Knopoffa at. rid edge notes of the FE gid, a horizontal distance X from
(1970) derived an analytical solution usable when the dope the source. ibis type of set of seismograms will be referred
of the surfce (or Mobo) in the transition region is small. to as a set of forcing funeions. The depth spacing between
Pec (1967) calculated the dpeion of Love waves the intermediate receivers, At, is also the node spacing in
propagting in a wedge4haped layer and found that the the FE grid of rectangular elements into which the wavefleld
hergst changes In phase velocity and amplitudes occur at Is to be coupled. The PM forcing functions are applied as
short peiods. Boore (1970) studied the propagation of a displacement time history constraints on the left-mosi
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X
X2

PM REGION "•
% / FE REGION

Iqlme 2. Geometry used to explain the coupling of PM seamograms from a source outside aFE grid into a FE grid. The two long horizontal
lines show the free surface and the boundary between the layer and the half-space. The source a shown as an asterisk. Two columns of FE
nodes are shown as dots. The vertial lne connecting the dots and the short horizontal line perpendicu to it are grid edges. All receiven
located at nodes on the left-most edge of the FE grid will be referred to n intermediate receivers. The heavy solid line from the source to the
surface receiver in the grid denotes the direct analytical seimogram, the solid lines between the source and the grid edge nodes denote the
direct forcing functions, and the dotted lines indicate the source to receiver paths, for the sources created by the application of the forcing
functions at the gid edge Integration over all dashed paths gie the hybrid sismogram.

column of nodes in the FE grid, thus, completely specifying application of 3-D cylindrical forcing functions to a 2-D FE
the subsequent motion at all points in that FE grid. Each grid produces hybrid seismogirams that approximate the 3-D
node to which a forcing function is applied becomes a source cylindrical solution [O(r, #, z)] at the receiver. It is
point in the FE calculation. Any point in the FE grid may be demonstrated below that the discrepancies in the 3-D
chosen as the receiver. The receiver is asumed to be a cylindrical hybrid solution due to the 2-D propagation in the
horizontal distance X2 from the source. The hybrid FE portion of the path are negligible or easily corrected for.
seismogram recorded at this receiver is a superposition of Consider a FE grid with its leftmost edge a distance X- r,
the seismograms produced by each source point along the from a source, and a receiver, where hybrid and analytical
FE grid edge. Each of these component seismograms are synthetic results are recorded, a distance X2 - r, from the
indicated by a dotted line in Fig. 2. source. Define the distance propagated within the FE gid as

The seismograms used as forcing functions can be Ar- r2- P, Since we are considering the case of r large,
generated using more than one type of source. For a line kL >> v/r, [(r2, #, z)] can be expressed in terms of r, #, z,
source, in a homogeneous half-space or a layered half-space and Ar as
the applied forcing functions are u,(x, y, z). For a double
couple point source the PM solutions can be expresed in + *, z)]- [D(r,, *, z)] 1 -- ,-exp (-ik, ')

cylindrical cordinates as
8H( ,z a'(2)(kLr) .- [V(r1, q) :)xp(-kLAr ) Ar<<r n kLr, >> 1.

rr ), Z) aT & Now, for a line ource the anafoos modal continuation

where r is the source to receiver distance, kL is the Mlation is,

wavenumber of the Love wave mode being consired, 9.(0z, Z)- -14x, z)ep[-iL.(x 2 -X,)J
Hfl)(kLr) is the Hankel function of the second kind, and
.(#, z) is a factor containing all terms relting to the - (x,,z) exp (-kLAX).

source and to propagation in z. 2-D and 3-D propption Comparing, we we that both expreions have the same
show different rates of spreading with dstanue. The Iorm. In each ce the displacement at r2 can be expressed
rectangular grid FE code used is bead on the SWIS FE s the displacement at r, multiplied by a propagation factor.
code (Frazier, Alexander & Petesen 1973), and is a 2-D A 2-D FE or RT calculation win give the same propagation
Cartesian formulation. Thus, for consitency the forcing fctor for each mode as the analytical expression above. If
functions applied to the FE grid edae sould be 2-D the displacements at r,, u(r,, #, z) or u,(x, z), and the
Cartesian results, u,. It must be demonstrated that the ropaation factors, ep(-ak.Ar) or exp(-ikLAX), are
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50S

4.5 4.0 3.8 3.6 3.4 3.2 3.0 2.8
km/s

I4we 3.Sample PM mode sum synthetic selunopam for SH L, 1I00 kmn from the source. The ueumopgram includes moodes with periods
betwee 0.5 and 100 s. The fundamental and the firt five hiSWe modes aweused. The eamopam has been bandpass filtered between 0.01 and
I Hzt, and has the WWSSN short period instrument response convolved wit it. The box shaows the time window tmed to select the forcing;
&act- k 7Te number's along the axis indicate the paup velocities of the arrivals.

correlated by considering z - r, and A - Ar, then Fig. 3 in that no instrument response has been applied. The
0(r2. #, z), the 3-1 solution, will be given by u,(x2, z), the instument response is applied to the FE result.
result of the 2-D FE or RT calculation. The source must be
smy As, from the boundary and r' must be normal to the FE DESIGNING FE GRIDS
grid edge and in the planve of the FE grid.

The PM ineisogram [0(r, #, x)J used as forcing The FE gids discussed in this section are designed to
fuIonsk in the tosts discussed below show the overall repesnt the two daises of transition models illustrated in
character of the arrivals seen in data in the L, group velocity F. 4. The difference between individual transition models

mgs of betwee 2.8 and 3.5 km s-I (Fig. 3). The within each class was L. the length of the tanstion region.
saimopams we complete to a period of 1.9 s and contain Real ocean to continent type transitions occur over lengths
most of the energy for periods down to 0.5s. A angular of 50-300 km (Keen & Hyodman 1979; Hinz ef at., 1979;
time function with rise time 0.2 a, and decay time 0.2.a is Eittrelm & Grants 1979; Le Douaran, Burrus & Avedik
usd. The rectangle in Fig. 3 delimits the time window used 1964). However, for the p P sent studies, an upper limit on L
So select the portions; of the selunoprams used as of 100 km was imposed by the computation limits discussed
&p3OS.SU dune history forcing funtions. No intrinsic below. The lengths used for this investigation were a step
Menuation is included in the seismograms, sinm the object transition (Lm- 0km), L -25, 50 and 100 km.
of this tuady is to determine the attenuation caused by the Raablt in ths paper wer generated using a Ridge
geometry of the layer of the earth model. The forcing computer at Caltech and a Convex C1 computer at the
functions hav been fltered betwee 0.01 and 1 Hk using a CISC. The largest FE calculation was allowed up to 48 cpu
3.oeclent two-way minimum phase time domain bendpass hours on the Ridge. Moving to a faser madame like the
Eiter. Tins removes frequencies too high to be accurately Conve or a spercomputer does no allow the increases in
Wausmitted in the FE grid. The foircing functions used in grid length that might be expected. As the path length in the
mIsqeI calculations iffer fro the seismogram shown in grid increases, numerical dispersion beoe a more serious
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C/O transition calculations are a vertical section of 60 mode sum
-0 serorm, calculated at depth intervals of 0.5 km

(a) f soi cgt rulae t beginning at the surface, for a strike slip source at kin
069niccrutO depth at a distance X - 1500kin. The forcing functions for

Contientalthe 0/C transition and oceanic reference tests are recorded
crust I during the 50kin C/O transition calculation. Theiy consist of

0-. Mantle Iayer a depth section ofbybrid sismograms recorded 25 kmpast
Pa2.7 the oceanic end of the 50kin C/O transition region, 1755 km

from the source. The vertical spacing within the depth
section is 0.5 km. All other BCs are identical for all models.

A 0 TrnDto Eeln. 7be rnsmitting BCis applied to all edge nodes of the gid,
LeTr nt rein- excluding only the free surface and the nodes to which

0/C transition Lo"forcing functions are applied.
Water Ilayer 0 o Th first step in designing a grid for FE calculations is to

________ determine grid spacing, dx, and the time step duration, Ai
UC'emc cf f~cFor computational efficiency it is important to maximize dx
Oceani OC ad dr. At least six nodes per wavelength (Frazier ef al.,

(b) Continental 1973) are needed to avoid numerical dispersion problems.
Manlecrust To maintain numerical stability, the wavefront can travel no

Moaye% more than half the grid spacing per time step. Thus, dx and
layer32 mstbe diosent satisfy

P-3.5 32V.

AB8 C D E 6f 2.,

9~p 4 EAplantioo of term and illustration of the model class. where f is the highest frequency in the waveform to be
used to desr *1e the behaviour cc passage through a transition modelled and Vm,~ and V= are the minimum and
region. Mi. heavy line between the water layer &M the crutal layer maxidmum S velocities respectively in the dominant part of
is the s, ac. Thie slopng portion of this surface is the continent to the model. In this study, we ame considering L,, waves with a
accan boundazy (COB) for the C/O transition -odIl and the oenpredominant period of approximately I s, in a medium with
so continent boundary (OCB) for the 0/C transition model. Vi.-3.Skms1 and Vinm4.Skms-'. Thus, we have
Sinaly, the sinim, dashed Mae betwee the cout uid matl chosen dx - 0.5 km and di - 0.05 s.-sy is the crut to mantle boundary (045) for the C/O transition The next step in designing the grid is the determination of
and the manitle to crut boundary (MCB) for dhe 0/C cas. The tedmnin ftegia n y h uaino h
booi of the transition, L, is the distance fm B to D, B is tedmnin ftegia n y h uaino h
reeda to as the beinning of the transition, D as thee of th input forcing functions, T.1, the duration of the calculated
tranition, C athe cante of the transition. A is 5 km from B. E is time series, T.k, and the location of the transition region

kmn 61011 D. within the grid. The vertical column of nodes at which
forcing functions are applied lie at the leftmost edge of the

difculty making doeae in grid *pacing necessary. Also, FE grid. Thbis column of nodes at the grid edge appears as a
the grid lengt grows 50 per cent fastr tha L. To obtain a nigd boundary to energy incident upon it from within the
significant increase in grid length a more accurate higher gId. The criteria below, used to dhoose the location of the
order FE or FD scbeme would be advisable and double transition region within the grid, are designed to avoid
precision calclations might become necessary. contamination from reflections from the leftmost grid edge.

The rst class of models used in this study describe lrb. location of the transition region within the grid is
cantinent to ocean transition region. In further discussions defined in terms of the distances from the leftmost grid edge
these models will be referred toasC/0 models, and the to positions A, B, C, D, E, in Fig. 4. The values of these
trainitions they represent as C/O transitions. Similarly, the parameters were chosen to satisfy two criteria.
second doe~s of miodels descrbed ocean to coinen-t (a) A seismogram of duration D, seconds can be recorded
transition regions, and wil be referred to as 0/C models. at A (IFig. 4) before the multiple reflection of the input
lb. transition they represent wil be referred to sa 0/C wae =u the beginning of the transition, B, to the
trnidtio=I. The continentail referec model consists of a lefmost grM boundary and back again reaches A.
32 km thick crantal layer over a half-space. The oceani (b) A seismogm, uncntminated by the multiple reflec-
refere nce model consists of two 5 km layers, on~e~ a anon, With duration D), seconds an be recorded at the
an cro, ame a half-space. ec C/O or 0/C tanition receive cdoses to the rigt-tmost edge of the grid. This,
region is dhaincterixed by a , 1 -1mun rat of thinning or receiver is defined to be at a distance z, from the
dickeming; of the crustal layer. Is all models the crustal layer Ilef-mooN grd edg.
has an SH wave velocity, of 3.51kmns and a density of
2.7goc-1, while the half-space has an 511 wave velociy Criteria A and B cn n th demsle only with reflections
of 4-Skm.' and a dwalty of 3Aoc-1. ec darn of from the left-most edge of the grid. Non-phywk
.mndon models has the sam boisndary conditioos (110) from the bottom and the right-most edg al diae grid are
Wappid to each of if members. 7Ue forcing thncdom used removed oftn transparen RBa which will be disced

w drive d. C/O ta sati d coetinental reIrnc FE Waer. lb. BC cannot be applied at a node onstrained by a
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T 1kI first few cycles of the trace. Unfortunately, the initial high

XM L-. frequency peaks, which are affected by the problems
a 8060 discussed above, yield the maximum peak to peak

0C/0 365 90 2101 185 240 ISO 270 $10 amplitude. "b indicates that peak to peak amplitude willSO/0 525 310 310315 I 250 360 410 440 470
IOC/O US 90 3101 I35 320 41 0 470 be a poor measure of mc LS amplitude. A mot stable10C/o 30 g 30 12, 350 360 2 40 470
00/C 350 90 2561 126 275 X85 265 2us 2s05twesinigas200/c 400 so 20 12 2 MS 1 M4 measure of amplitude VS sespodnc 35 ete seim

1oo1c 4530 W 2601 130 275 2 5 a ss of this type is the rms amplitude cakulated over some time
1006 S390 2M4 147 27S 28535 545

& o Io window appropriate to the simograms being compared:
W 525 0 3201 160

110 lamp (nI M T
IoAg function. The duration D, was chm to be 55 s, the At = - -
observed coda duration for a SH L8 mode sum seismogram
at a distance of 1000 km from the source. For al the models where m is the number of points in a sampling window of
end in this study the values of parameters defining the size duraion T,. ramcads. Stic a m p amure WW
of the gri and the location of the transition region within it raonT scd.Schasismptueesrewlre gendan Table t . astaoncs ae gin asthe number ot reduce the ceecu of S or S contamination and of any other
we, IOhiin Table 1. Distances are liven as the number of nstabilities affecting the iia arrival.
modes in tbe horizontal direction from the left edge of the Tn evaluation of rms amplitudes is traightforward once
Vrid to the depth mction or boundary indicated. The model the sampling window has been chosen. The location of the
mames consist of a number that idicates L, then the model sampling window with respect to the arrivals of
type. Reference layer over half-space models are indicated amplitude, and the duration of the trace contained within
by ref. the samping window, have a significant effect on the value

of the rms amplitude. Care must be taken to choose

SAMPLING FE SOLUTIONS windows for two sets of results that produce meaningful
compariso. When reults of two separate FE calculations

Analysis of the effects of various transitions on the are being compared, at correVondig nodes, both
waveforms and amplitudes of L. waves using FE techniques eismograms should begin at the same absolute time. When
requires that the motions of the nodes of the FE grid be successive seismograms in a depth or distance section, from
sampled so that the progress of the L. waves across the a dngle calculation, we being compared, the duration of the
transition can be observed. Two methods of sampling are sampled portion of the trace with negligible amplitude that
used in thi study. Complete displacement time histories are occurs before the Ant anival must be constant. A general
recorded for selected nodes, and the displacements of all approach which does not require the me of theoretical
modes in the grid are recorded at given time intervals. The travel times was chosen to determine windows in the latter
irt approach produces sebnograms which can be used to cae. The irmt and It point in the sampling window are
ilustmte variations of amplitude and waveform with selected by bracketing the portion of the seismogram with
distance or depth, the second approach produces time slices sigificant amplitude accordig to the following algorithm:
and is a dear way to illustrate the propagation and (1) Set a t.off value for the amplitude at some fraction of
distortion of wavefronts caused by passage through the the maximum absolute vaiue of amplitude in the
inhomoseneous structure. Tbie sices are self scaled so that eimogram (usually 0.01 or 0.05).
mcemive time ds may show the same absolute amplitude (2) Let the sample at the Iocation of the imaximum absolute
as a different symbol size. Thus, the same region of the value be the first sample in each of two sies. One series
waveform will appea darker on a time slce with a given promeds fowad in time, the other backward. Scan each
maximum amplitude than on another time dc with a larger sera until a subseries of samples n seconds in duration, all
maximum amplitude. This difference must be remembered with atmplitudesAle than the out-of amplitude, is found.
when interpreting the time slices. The AM point in ecd of these subserime defines an endpoint

The amplitude of the Am large positive and megative of the semoram.
peab in L. mode am seismograms (Fig. 3) are extremely (3) Calculat the im aimplitude for sampling; windows with
amitive to distance fron the soure and to the tine spacng dratons 15, 20, 25, ... , 85s. If the duration of a sampling
and starting dme chosm when calculatig the synthet. It Window ceeds the duration of te seimmogpam then so rms
is nmot unusual Or very mall changes in these parameters to amplitude is detemIned.
produce variations in amplitude of several per cmt. An Tis alorithm yields a sms of rem amplitude values for

eproved Alterg mmique would reduce the variation te slected set of windows. f ran amplitudes of the data
dightly by removing more of the stmpling effects doe to the md the syteti agr in all window, and wavdorms we
mo-rm sectral amplitude at the Nyqlt frequency. sar dthe At is cnidered to be excellent. Whm trends in
However, a significant portion of the variation is apparenty m amplitude ae dismed, the lomst window common to
due to dmSn in the patterns of interference betw e all s1ei-ora -m being shudisd will be sed. i ram amplitude
intiph arrivals. In addition, the drect S puse ad th end treads dang whn winmdow ngth m dtn changes

of the S, wavetrao arrive at the samine me s the Iitial will be dimmed dice eaminig the behaviour of the rms
-am in the L. wavetrala. "b! lonleri pordomsi of amlitude as a fmtio of smpe Window length an give

dte S and . arrival hae ben soved by d bandpass imsillt into the nt-re of and the ndeying fmo r
Altr. However, some na-Lg samel, wM be present in the mtl betwe mehods.
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TESTS OF ACCURACY: SH L. MODE SUM irect analytical synthetics calculated entirely with the PM
INPUT technique. Four separate calculations were performed. First,

Lg mode sum direct analytical seismograms for the same
The BCs are introduced to remove the non-physical source used to generate the C/O transition forcing functions
reections created by the artificial grid boundaries at the were calculated. Next, seismograms were generated using
ads and bottom of the grid. Removing these reflections the hybrid method in a grid long enough (100 x 50 kin) to
from the portions of the seismogram of interest by extending prevent contamination from end reflections. Third, spismo-
the grid requires an increase in execution time of between grams were generated using the hybrid method and a short
30 and 500 per cent. As a comparison, the approximate BC (50 x 50 km) grid with the transparent BC applied at each
wed in this study increases execution time by 3-5 per cent. mode on its ight-most edge. Finally, the previous FE
The BC used here was suggested by Frazier etal. (1973). calculation was repeated without the transparent BCs. The
The average of the rigid boundary and the free boundary excellent agreement between the analytical and hybrid
displacements for each constrained node is calculated at synthetics verifies the validity of the coupling method
each time step. For a normally incident plane wave this applied to a layered half-space. Small discrepancies are seen
average exactly represents the transparent boundary. in the higher frequency component, particularly in the first
However in practice the incident wavefront is neither 2D s of the trace. In the last trace of each group in Fig. S the
nonnally incident nor a plane wave. This means that the single and multiple reflections from the grid edge are clear.
actual value at the transparent boundary is a linea Comparison of the long grid and the short grid with and
combination of the rigid boundary and free boundary without BCA shows that most of the reflected amplitude has
solutions whose coefficients depend upon the angle of been removed by the BCI. The misfit is lower for the longer
incidence of the energy. The boundary condition used here period component of the traces. The significant misfit is
assumes that the average of the two solutions will in most coincident with reflections, and is largest for the multiple
cses be the best approximation to the transparent boundary reflections. Despite visible differences in waveform the
that can be simply implemented. seismograms shown in Fig. 5 have rms amplitudes that agree

A series of tests were conducted to verify the accuracy of to within less than 2 per cent for all rms window lengths.
the coupling method and the efficiency of the transparent 7his indicates that small changes in waveform may be
BCs. The tests used the continental reference model and a expected but the rms amplitudes of the seismograms should
set of 90 forcing functions calculated for a strike slip point be stable and not significantly contaminated by incompletely
double couple source at a depth of 8 km and a distance removed reflections from the grid edges. The increased
X - 1500 kin. Transparent BC were applied to all grid discrepancies in both waveform and amplitude introduced
boundaries except the free surface and the nodes to which by the multiple reflections will be avoided in the transition
forcing functions were applied. FE grids described below. This reduces the discrepancies in

The results of the accuracy and BC tests presented below rms amplitude to less than 1 per cent.
are illustrated in Fig. 5. A continental reference structure is Reflections from the bottom edge of the grid should also
used for both the FE and PM portions of the path. This be considered. te transparent BC can be very ineffective
allows the direct comparison of the hybrid solutions and the for the amal angles of incidence seen at the grid bottom

---
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SH L. waves in and near continental margins

when a distant source is considered (Regan 1987). boundary (crust-mantle boundary, COd, or crust-ocan
Fortunately, in a layered half-space, where L. waves can be boundary, COB) within the transition will be denoted i..
modelled as the muperposition of multiply reflected Similarly, the transmission angle for the nth interaction of a
past-critical SH waves in the crust, most of the energy in the ray with a boundary, will be denoted j',. As long as the ray
SH type L1 waves should be trapped in the crustal layer. remains in the transition region, j. - i - n( 4 ,, + 0,2) + 0,2,

The time slices discussed later (Figs 6, 12) show that the SH where #ci - #., and #,2 # . if the first interaction is with
typeL waves propagating in a layer over a half-space are, the COB, and *ci = - and #2@ = #= if the first
in the most part, confined within the layer; rms amplitudes interaction is with the CMB. The angle of incdence is j. for
agre to within less than 0.1 per cent with and without the rays ransmitted into the oceanic crustal layer, and j for
transparent BCs (Regan 1987). However, the purpose of the rays reflected back into the continental crustal layer. When
present 9tVdy is to examine the effects of continental- the firt reflection of the ray exiting the transition region,
oceanic boundaries on the transmission of L. mode sum orom the upper or lower boundary of either the continental. -i ms. When the crustal layer is thinned or thickened or oceanic crustal layer, is the nth reflection then
with distance, the modes are no longer completely trapped j I + -j ,, , or/, xjoc, -J. + 0., respectively.
within the layer. Energy can be converted to modes The incident wavefield is composed of the trapped modal
compatible with the local layer thickness and to other forms SH L8 energy arriving from the source, and is complete and
imcluding body waves that can propagate into the half-space. untransformed only in the region of continental structure. If
When the wavefield reaches the second layered structure, the incident wavefield within the continental structure is
modes n6t trapped within the new crustal layer will leak out viewed as a superposition of multiply reflected post-critical
of the layer, rapidly at first, then at a steadily decreasing SH rays with a range of incident angles, its components can
rate. Tis implies that wide angle reflections of energy be followed into the transition region. As the wavefield
eacaping from the crustal layer towards the bottom passes through the transition region the rays of which it is
boundary of the grid could possibly contaminate transition composed may each interact with the COB or the CMB.
calculation results. However, the model grids do not extend Each time a ray interacts with a boundary its incident angle
far enough, in the z direction, beyond the transition for this J,, is reduced. A ray remains a component of the incident
to be a problem. The energy will encounter the ightmost wavefield until an interaction with a boundary causes j, to
end of the grid, either on the downgoing or the upgoing become negative and the ray to be turned back towards the
portior of its path, rather than reaching a receiver at or near source. Thus, the incident wavefield within the transition
the surface as a wide angle reflection. Since a wavefront region is defined to be the superposition of all rays travelling
which has a small angle of incidence with the bottom towards the region of oceanic structure. A few sample rays
boundary has a large angle of incidence with respect to the of an incident wavefield are shown in Fi. 6(a). All rays
end boundary, most of the amplitude of the wavefront within the crustal layer of the transition region, shown as
incident on the right-most end boundary will be transmitted solid lines, are part of the incident wavefield.
rather than reflected. Therefore, it is removed from the The reflected wavefield is composed of all the SH rays
grid. Careful grid design will prevent significant contamina- which have been turned back towards the source by their
tifrom wide angle bottom reflections. interaction with the CMD and the COB. Thus the reflected

wavefleld is a superposition of rays for which j, has become
CHANGES TO L. WAVETRAINS ON <0 for some previous interaction with a boundary. An
PASSAGE THROUGH A C/O TRANSITION example of such rays can be een in Fig. 6(a). The rays
AND THEIR DEPENDENCE ON L which are part of the reflected wavefield are shown as dotted

limes within the crustal layer of the transition region. The
When a wavefield consisting of SH Lg mode sum energy reflected waveleld travels sourcewards through the crustal
passes through a CIO transition region such as that layer of the tramition region, and the region of continental
iustrated in Fig. 4(a) several important things happen. In structure. In the region of continental structure the reflected
ord early explain teme effects and tbeir variation with waveUld can also be coceived of as a superposition of
L one must think of the wavef eld in terms of an incident rapped and leading modes reflected from the transition
wavefleld, a reflected wavefield, and a transmitted region.
wavefeld. The transmitted wavefleld is then subdivided into The transmitted wavefleld is composed of all the energy
Jour mbcomponents which will be useful in explaining the transmitted through the transition region into the crusts!
observed results. Th etire wavefield, or any of its layer of the region of oceanic scture, and all the energy
cmpone or suboaqmpoets can be interpreted as either trnsmitted into the mantle layer. The transmitted wavelield
a sum of modes or a su or multiply reflected SH rays. To b divided into four components, two in the mantle layer,
allow a dear definition of each of these components and one in the rustal layer, and one in both layers in the region
m mpnents in term of the ray interpretation the of oceanic structure. The components are all easily
diagms in Fig. 6 ae critical. xplained in em of the SH ray interpretation. The two

Befr each of the three components ar defised the components within the mantle layer are the forward
notation med in FIg. 6 mus be explained. 0.. is the angle trainsmitted wavefield and the revere ransmitted wavefiel.
between the ban of the continental crust and the bottom Only energy crossing the CMD into the mantle layer is
boundary of the crust alayer in the transition wqgion. #. is included in these components. The forward transmitted
dw ange between the upper boundary of the crustal wavefleld is the portion of the Incident wavefield which is
layer and the surface at z -0. Tbe incident angle and transmitted across the CMD into the mantle layer when the

e anle of reflection for theath interaction of a ray with a rays krmin the incident wavefeld (rays with j. >0)
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su noams for the 25 km CIO ftraition region. 7hese distance, X2, from the source for each of the C/O transition
:ime tes and seismograms are presented as an example of FE calculations. Amplitudes produced uing the different
the general transmison properties of simple transition CIO transition lengths are plotted at the same scale and are
regin. The variation of such transmission properties with proporiona to the source strength. The numerical values of
L will also be illustrated. The observed properties and their amplitude shown on the amplitude axis are chosen so that
vaiations with L wil then be explained. the maximum value on the axs is one. To avoid blank

A series of time slices for the 25 km C/O transition is spaces in the plots the minimum value was not chosen to be
shown in Fig. 7. In the Arm time slice the displacements ero. The amplitudes recorded at nodes along the surface of
entering the grid as dark, almost vertical bars are those the crustal layer within each transition region show a general
which produce the Wlest peak to peak amplitudes in the increase a one moves from 8 towards D. The duration of
seasmogrms. The second time she shows the same high the coda with amplitudes above one-third of the maximum
feuency arrivals after they have propagated about halfway peak to peak amplitude a also Increasing. This increase in
through the trasition region. The maximum amplitudes coda length supports the attribution of the later portions of
seen within the transition region of the third time slce are the observed coda to diffraction and reflection from crustal
almost twice those seen in the unperturbed layer over a structure. The size of the increase in rms amplitude is
half-space wavefleld men in the first two time slices. So, the unallest for the step transition and increases as L increases.
plotted amplitudes of all the displacements in the third time Superimposed on the general increase is an oscillatory term.
slice ae been significantly reduced by scaling, making the The method of aling the distance coordinate within the
same disturbances appear smaller. In the fourth time slice transition region, in Fig. 9, makes the coincidence of
the highest amplitude regions of the wavefield have maxima and minima at approximately the same fraction of
propagated past the right-most edge of the grid. The the transition length for all L's considered very clear.
maximum amplitude is much smaller so the same Increases in amplitude before reaching distance B are due to
disturbaLces appear to have much larger amplitudes. The energy reflected from the transition boundaries back
fifth time slice shows a further amplification of the towards the source. The amplitude increase near B is largest
amplitude of the disturbances due to scaling. The for a step transition and decreases as L increases. The
amplification helps make the highest amplitude portion of fluctuations in amplitude following the transition region
the reflected wavefield (<5 per cent of incident amplitude) show that the wavefield has not completely adjusted to the
visible as a series of broken vertical bars near the left-most oceanic structure in the few kilometres beyond the transition
end of the grid. All sections of the incident wavefield show regions illustrated in this figure.
triangular regions of maximum amplitude. The extent of Figure 10 shows seismogram recorded on depth sections
each triangular region, in the x direction, increases for at distances B and D. Fg. 11 shows the variation of 55 s rms
regions of the wavefield incident on the left end of the grid amplitude with depth at several distances. The seismograms
at a later time. The end of the incident wavefield is seen, in shown in Fig. 10(b) are recorded at the depth of the surface
the fifth time slice, about midway between the left grid edge of the oceanic crustal layer. They show a 50 per cent
and the arrow, to the right of the visible reflected increase in amplitude as the energy travels from B to D.
component. The C/O transmitted wavefield is visible in the They also show that the amplitude of the coda becomes a
last three time slices as disturbances travelling through the larger portion of the maximum peak to peak amplitude, that
half-space from the CM3 towards the right-most edge of the is the envelope of the coda decays more slowly at D than at
grid. The reverse transmitted wavefield is dearly visible in B. An increase in rms amplitude (20 per cent) and a slower
the fifth time slice, and present in the last three time slices, coda decay is also seen if the free surface seismograms at B
as disturbances travelling through the half-space from the (Fig. 10a) and D (Fig. 10b) are compared. The seismograms
CB towards the grid bottom and the source. For the recorded at the nodes at the depth of the bottom of the
earliest disturbances in the half-space the forward oceanic crustal layer (Fig. 10c) show a small decrease in rms
transmitted wavefield propagates along a path approxim- amplitude across the transition. Comparing Fig. 11(b) and
ately parallel to the crust-mantle interface in the oceanic (d) the increase at the surface of the oceanic crust and the
region, and the reverse transmitted wavefield propagates decrease at the base of the oceanic crust are dear for all
along paths nearly parallel to the CMB. As time progresses, transition lengths. Examination of seismogranms at the nodes
the propagation paths of both the foward and reverse at distances B and D with depths between Fig. 10(b) and (c)
transmitted waveflelds approach the normal to the CMB. shows that the amplitude increase between B and D is
Energy escaping from the through the oceanic crustal layer largest at the surface of the crust and decreases rapidly
forms a forward bending arc of higher amplitudes in the towards the base of the crust. This statement is supported by
mantle half-space. As the high amplitude regions of the the ampitudes illustrated within the crust in Figs 11(b) and
forward transmitted wavefield propagate longer distances or (d). These amplitudes in Fg. 11 form a summary subset of
propagate along paths with larger vertical components, the many measurements. Comparison of the seismograms at B
tails forming due to leakage from the oceanic crustal layer and D in Figs 10(d) and (e) show that the amplitudes of the
detach from the forward transmitted waveflield. seismograms at depths below the base of the oceanic crust

Figure 8 shows seismograms recorded at the receivers are decreased by passage through the transition region, from
along a surface section. These seismograms ilustrate the B to D. The transmitted waveforms are similar to the
magitude of the concentration of amplitude at the surface icident waveforms. The reduction in transmitted amplitude
of the crau seen in the time slices, and the change in the nreases as depth increases. Thbe latter observation is more
waveforms a the wavefield pases through the transition. obvious when the amplitude venRu depth plots in Fgs ll(b)
Fig. 9(a) shows the variation of 60s rms amplitude with and (d) are compared. Figs 11(a) and (b) sbows that small
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SH L waves in and new consinemual margins
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1q L. Pufc eto of wsm~osrams rPcn ded for a 25 km C/O transition calculation. Mwe numnbers to the left of each seumogrant indicate
do ~ ~ -loao of th oea hc ht scimgam as reodd Seiamoprau I wa reode t 3. sampam I I at D. The numbers increase as

ow no farther from the source. Mwe sang between receivers in the transition acne is uniform. The numbers shove the right end of each
scimopram pve the 60 s, rms amplitude of that seimogram.

amplitudes awe seen at depths below the continental crustaJl 7'e triangular pattern of maxzmunt ampitrudes in he
baye. A large discontinuity in amplitude occurs at the base waveflelds (Fig. 7) can easily be expilained. Consider the SH
of the continental crust. Fig. 11(c) shows that this Ls mrgly in the cnaszal layer as a superposition of
discontinuit remains at the depth of the base of the crustal post-criticafly reflected multiple SH wave reflections. The
layer withn the transition region. Fig. 11(c) also shows that critical angle is about SP. Since the wavefront is
the amplitudes in the mantle layer within the transition perpendicular to the tay, the wavefronts that are visible as
wpgrm are maximum immediately below the ChIB, and the triangular regions of maximumt amplitudes should show
decay rapidly with depth below that boundary. Fig. 11(d) angles of incidence wit the bottom boundary of the crustal
@bows that the amplitude of the transmitted seismogramts, in layer of between 0' and 39. These are inedthe incident
the imantle layer above the depth of the base of the ane the wavefronts in the tine slies (Fig. 7) are observed
continental cra-ss, at D, decreases a L increases. Below the to exibit. Near the front of the wavefleld the dominant
depth of the base of the continental ont amplitudes at D angles of incidence are nar 0', that is the regions ofincreaseP as L inceses. At distances E and F (Fig Ile and maximum amplitude are almost vertical. Later in the
f), farther from the transitio regon, the mnitudes of wavefield the dominant angles of incidence increase causing
these tronds decrese. These observations an further the widening triangular patterns of Maximumn amplitude.
moupot for the observation that a L increases larger The increase in width of the triangular regions corresponds
coupies ae transmitted across the CMB and that these to a decrease in group velocity which can be translated to a
energies propgatpe downwards maore rapidly. 31 decrease in period and/or a larger contribution from higher
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lqm 9. Variation in rms surface amplitude with distace, X2, fom the source for (a) each C/O uransitiosi caaion (60 s vms), and for (b)
each 0/C transitio calculation (3C) & MU); rms amplitude is the y coordinate. 7he two vertical Aime labelled 9 and D, indicate the limits of the
transition region. Outside the transition region the scale is uniform. The dstano: scale (z coordinate) in the transition region is different for
each L. Within the tramsition region all distances are plotted with respect to an origin at D. as fractioes of L Each line, Labelled with the L it
nprenbot, was generated aftn vms messurements at intervals of 5 km aloeg the crutal sface.

modes. The later parts of the seismogram are predominantly explain the distribution of amplitude with depth within the
hbghe mode energy. austal layer of the transition. The amount of concentration

The growth in ampltude Sor sewnograms at crustal of amplitude increases a.the distance from the CM(B
suface nodes as distances range from B to D can be incaes and the dcciis of the energy escaping across it
explained i terms of energy concentrated in the thinning become weaker.
erustal layer of the transition region. As I,. decreases toward Extending the above arguments explains the increase in
acto for sucesve n's, the refection points at the the amount of conicentrated energy, the increase in the
boundaries in a transition regon are separated by smaller magnitude of the transmited wavelield, and the decrease in
hor i ontal distances (Fag. 6a).T7U Implies that the density thec amplitude of the reflected wavefleld as L icreases. Fags
of rays will increas as the crustal layer thins, thecreby 12(a) and (b) show a pair of ray diagrams for a 25 km C/O
producing Wonhe amplitudes. An eqa concentration would transition region, Figs 1(c) and (d) dhow a similar pair of
be exetdat the Q4B if no energy was transmitted Sars ray diagrams for a 100 km C/O transition. These diagrams
that boundary. In fact, for a model with the su geometry wre useul when explaining the trends observed in the results
but with the mantle half-space replaced by water to disallow presente above, and their dependence on L. Comparing
vacmssion acrow the 043, an aumication of 75 per Figs 12(a) and (c) or (b) and (d) shows that as L increases
cant is obsere at both bouandaries. Howver for continent the angles #.., and #. decrease causing J. to decrease
accan boundary models, as I,. and thus, I':, decrease the More slowly and alowing the number of reflections, es,
iqiacement t .Incoeficient, within a transition to binae. When L increases, 0.;

in-crease in w cums an Increase in ray density and explains

TU 2 am j) the In-mas-e in concentrated amplitude at the COB . When L
ax(j)+ 1.62 o jj;' bancrae, by the same arguments, the amount of energy

nctrtdat the 0.13 also increases. Thbe tranission of
wus.When ow energy is concentrated at the CMB thi energ -css the 043 coae the amplitude of the

more anergy is transmited aicross ft. The escape of enegy transmitted wavefleld to bie as L inaeases. It shoul
hum the crustal layer io farm the trasmtted wavefild also be noted that Incresing L induces the rate at which the
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FlIur 10. Depth sections of sismograms recorded at B and D for a 25 km C/O transition calculation. The numbers above the right end of
ead seismogram show the 60 s rms ampltude. Successive rows show pain of receivers at increasing depths. (a) sbows receivers at the depth of
the surface of the continental crust, (b) shows receivers at the depth of the surface of the oceanic crust, (c) shows receivers at the depth of the
ba of the oceanic cust, (d) shows receivers midway between (c) and (e), (e) shows receivers at the depth of the base of the continental crust.

ustal thickness changes, so at a given distance from the A. Reflced amplitudes measured in this manner show a
beginning of a ransition region the change in amplitude dear decrease as L increases.
transmitted across the Od[B per unit horizontal distance Figure 12 can be used to explain bow and why the
becomes mnaller as L increases. However, integrated over direction of propagation of the forward and reverse
the entire length of the transition region the amount of ransmitted wavefelds varies as time progresses. When the
energy tasmitted across the CMB increases. Since the arrivals of the highest group velocity rec the CMB the
mmount of amplitude concentrated at the COB and thus resulting forward tanmitted wavefield travels along a path
transmitted into the oceanic crustal layer, and the amount of approximately parallel to the crust half-space interface in
energy concentrated at the CMB and thus transmitted across the oceanic structure, and the resulting reverse transmitted
the CMB both increase as L increases the amplitude of the wavefield travels along a path almost parallel to CMB. The
reflected wavefleld must decrease as L incream. Let incident angles J are maximum. As IiI for a given n, and
seismogram A be a hybrid seismogram recorded on depth the group velocity, decrase the values of j" decrease. Thus,
section A (Fig. 4) in a C/O transition calculation. Let the propagation direction of both transmitted wavefields

smogam B be the hybrid seismogram, recorded during approach the normal to the CM[B. As L increases larger
the continental reference calculation, at the same depth and values of n are possible within the transition region. For
distance from the source as seismogram A. The refected each value of n a tranmitted wavefield is created at the
component is measured by analysing the component which ODB. Therefore, the range of propagation directions seen
remains when seismogram B is subtracted from sismogram at a given time increases as L increases.
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re U. Vuiadoo of 55g s aimwpltude with depth on depth sections A. B, C, D, E. of Fig. 4. and F. locted 10 km beyond E, for each
C/o- -,*I- model. Each plot Ilus"Oat resot for one depth section. The letter at the upper left .1 gach plot identifles the location of the
depth m-1on -Amplitudestfor the Iufc mode and mads equfy spaced down the depth msteon (At -2.5 ha.) awe shown. The two solid
hoelsonda ban an sub diaga show the bms and top of the crustal layer at the location of the depth section. Uf only cne solid hoe is present

Onit lodicas the base of the ave. In this am the sf of the aust is at the top of the retal mai.

Mwe mwUitee variations of the directly Mrnmttd ry$, Which foam the directly UranitWe wav--ield,
waveield and the transfomd tawnmitted wavefield can mUD..v to bounce with the sme post..cnical angles of
also be easily expained. Lat the thickness of the oveanic insidenc at the m - -mtle interface and the free suface
aus be T,, and the thickness of the catinental crust be a they did in the continental structure. They reprsent the
T__ For reflections immeliately pecedin the bagining OMer transmitted through the trasition directly, without
of the transition region somie rays ( > 90 - wctan ((Tm. - change in priod or Phase velocity. For these rays no mode
T.)LJ) an propagate throgh the transition region conversion has oceurred and no energy has been coinverted
without Interacting with either the CMBE or the COD. These to other phases. These rays form the unchanged components
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(a) ansition increases, and why this ransmitted energy
inrassa L decreases. The paths illustrated in the second

25 km transition outline show one-way modes which are not
of appropriate frequencies to be trapped within the oceanic
crustal layer, enter that layer. Analogous paths for rays

L___ which interact first with the CMB or rays which interact
(b) multiple times with the crustal boundaries in the transition

IMS--.- I. region also exist. All such rays produce rays at pre-critical,
J,, < 51", angles within the oceanic crust. For any such ray,
the transmission coefficient at each muccessive reflection
from the crst-mantle interface is T(oJ. Thus, the

_proportion of reflected amplitude remaining in the crust
aft& the nth bounce is A. - (1 - T(j.C)r"A, where A is the

(C) original amplitude. Clearly, the amount of escaping energy
decreases with distance. For a shorter transition j., for a

ivei is smnaller. Thus, a larger range of angles j< 51*
w-e produced for each path through the shorter transition.
This means a higher density of pre-critial rays and higher
amplitudes in and escaping from the oceanic crustal layer of
shorter transitions.

(d) The use of the interpretation of L, waves in terms of
1multiply reflected SH rays to explain the FE results has been
. ."instructive. However, the many interacting effects involved

in determining the properties of the reflected, converted,
and transmitted wavefields would be extremely difficult to
predict using this approach. Thus, the FE method is
necessary to determine which effects are important and

Jwhich need not be considered.
25 6M

1U.m Ilustration of ray paths within a 25 and a 100 kin C/O CHANGES TO L. WAVETRAINS PASSING
tanmition structure. Diagrms are drawn to scale. Each diagram THROUGH AN O/C TRANSITION REGION:
shows rays with angles of incidence, i, 55, 6Y, and 75', at the free
irf= and ct-.an interfme in the continental portion of the THEIR DEPENDENCE ON L
niodel. These angles sample the possible range of post-critical Next we will consider the passage of a wavefield consisting
incident anles (>51). The incident angle, j., and the transinimon of SH type L. mode sum energy, which has already passed
angle, j' , at the rustal boundaries in the transition regio are
labelled. he upper diagm in each pair shows propagation pa through a continental region followed by a CIO transition
fo rays that encounter the CMB before the COB. The lower region of 50km length, through an O/C transition. An
diagram shows propagation paths for rays that encounter the COB example of an O/C transition is illustrated in Fig. 4(b).
before the CMB. The arrows indicate the direction of propagtion Propagoon through such an O/C transition has several
of the waveot along the ray. effects on the wavefield. Results of the calculations for

propagation through a 50km O/C transition will be
presented in detail so as to illustrate these effects. le O/C

of the eigenfunctions defining each mode. The range of transition tests using a variety of L's will be summarized to
angles, i, over which the direct transmission own decreases illustrate bow these effects depend on L. The noted effects
as L increases. Thus, more unconverted energy is and their variations with L will be explained. The set of
ftsa itted through shorter transitions. In contrast, the forcing functions used to drive the O/C FE calculations
trasmormed usraitted wavefield is composed of rays were recorded during the FE calculation for the 50 km C/O
which interact with the CAB or COB before bing model.
traitted into the oceanic rustal layer. Such rays show Defore proceeding to these discussions the errors
chatges in group velocity that indicate modal conversions introduced due to the truncation inherent in coupling the
we oc urring. Emnergy i also converted into other plses u C/O trasition FE results into the O/C transition grid
ft eaq across the CM to become part of the forwar should be mentioned. The finite vertical extent of nodes

ansmitted wavefleld. As diimed above, the energies driven by forcing functions at the left.most edge of the O/C
tanumitted into the oeanc custal layer and ar the trazsition grid will cause a vertical trmmcation of the
CMB both increase as L increases. As L increases, this hicoming wavefld. Also, any reflections included in the
increased transmitted energy is partially counteracted by the sehmograms recorded for use as forcing fucdons will be
effects of transmission of unconverted energy. added to the forward propagating wavefield in the 0/C
This helps explain why the differences due to L are small. calculation. These effects tend to increase the amplitudes at

The diagrams in Fig. 12 demonstrate why energy roses the urface of the oceanic layer near the left end of the grid.
the ast-mantle interface in the oceanic structure following The uncertainties introduced by the coupling process appear
the transition, why this transmitted energy is maximum near to increase the amplitudes in the second grid by as much as
te tramition and decream a the distance from the 3 per cent. Terefor, they could possibly lead to a slight
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unerstimate of the magnitude of the attenuation effect, In the fifth time slice they have ecited the grid. The
but should not lead to an overetimate, maximum amplitude in a gwvenie slice decreases ith

A series of time slices, shown in Fig. 13, illustrates the FE time in the third to fifth time slice. The maximum
cloulation results for the SOkin long 0/C transiton. The amplitudes in the transition reoon decrease as the
highest amplitude concentratons visible in the fiAm four wavefront proceeds through the transition region. Thus,
slices correspond to the maximum amplitudes in the normalizing by the largest amplitude in each slice causes
wsunogams illustrated in Fig. 14. The first two time slices identical disturbances to increase in extent and intensity in
ilustrate the wavefleld travelling through the oceanic successive slices. Triangular regions of maxima can be seen
mtucture. The third tine slioe illustrae the passage of the in the oceanic rust but they are not nearly so dear as those
hghest amplitude portions of the wavefleld through the seen in the wcatinental cust of the C/O transition. The third
transition region. In the fourth time slice these highest and fourth time slices dlearly shbow that the energy which
amplitude regiow appear at the righit-most end of the grid. Was Previously trape in the oceanic crustal layer
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distributes itelf throughout the crustal layer as it passes arstal layer before they reach the O/C transition region.
through the transition region and the region of continental Thus, the energy contained within them escapes the system
emiture. The amplitudes remain much larger near the and is not reonvented to L. energy when the wavefield
ruada, and decay rapidly with depth. The fth time slice pases throh the O/C transition. The amount of energy
sows trisagular reions maximum amplitude are beginning escaping from the system in this manner increases as L, or

to appe in the continental structure. Furtber propagation the length of the intermediate oceanic path, increases.
n h necesmay before the waveleld becomes fully adjusted FVgue 14 shows a suaca section of sekiograms for a

to the ew ayering in the region of continental structure. SO km O/C transition. Fig. 9(b) shows the variation of 55 s
The diwbnces seen in the half-spece of the oceanic rms amplitude with distance, X2, from the source for each

regim of the O/C rnsibu id contain significant energy. of the O/C transition FE calculations. A decrease in rms
Examiniwg the tdme lies shows that for a nabset of these amplitudes is Wen a one moves alons the Muface of the
disurbas, equivalent to the Iorwar transmitted oceanic aisal layer approaching the transition region. his
wavue"ed dced earlier, the z component of translation dcrease is dear for short rms windows and almost vanishes
in the half-space li inreasing for mccessive groups of for Widow length of 65s or mor. This idicates that the
ditmubances. Ths is due to the interaction at the CMB in portion of the coda with amplitudes comparable to
the C/O transition as explained earer. It Is more visible in the maximum amplitude is decreasing in length, that is, that
these time di tha the C/O transition time ices due to the rat of coda decay is increaing. Superimposed on this
the inremd distance from the CMB. It is dear that these sow decrease in amplitude is an oscillatory term with
packets of amplitude ar translated rapidly enough in z that amplitude approximately 15 per cent of the mean amplitude
meo will pas into the halfspace below the continental at the ufaie in the ocean structure. The rms amplitudes
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reorded at modes AMon the surfe of the crusta layer illstrated in Fig. 9(b). Additional results which are not
witin each 0/C trazulon regio decrease onem move illustrated show the ins amplitude continues to deae
bor B tward D. Thesize of this deae is smallest for dowly until the wavefel readjust to the new continental
the step trawition and increases aL increses. Mwe mae of structure.
decay shows some tendency to become smale towards the Figur 15 show the variaton of 55. ss amplitude: with
end of the tansitio. The suprimposed oscilltions see in delpth. At the depth Of the surfa of the oceanic cnustal
the 0/C transition resut are much smae tha those sen layer propagation through the transition reduces the rms
in the C/O transition results. They appear to be confined awpltude byr more than a facew of two, and the peak to
me the begining of the transition regon. The oscilution Peak amplitude by 25 per cent. Mthi indicates that the
in amplitude following the transition region shows tt the duration and amplitude of the coda are decreasing or
wavefield has nom fully adjusted to the continental structure apidly tha the ampltude: of the largst arrival. At depths
in the Low klomet beyond the transition region between the surfc of the continental crust and the surface
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of the oceanic cust amplitude decreases with depth. Then increase. Therefore, no energy originally trapped in the
energy incident o the MCD is largely transmitted across the oceanic crust is transmitted across the MCB, or reflected
MCB into the crustal layer. Some of this energy eventually back towards the source.
escapes across the CMB in the region of continental Observations indicate that the length of the intermediate
mucture. The amplitudes below the crustal layer of the oceanic path between the C/O and O/C transitions is
transition region decrease slowly with depth or even important. The results of this study suggest some reasons
increase with depth. An increase of amplitude with depth why this is so. For short paths energy transmitted into the
below the crustal layer indicates that energy is travelling mantle layer has little time to travel towards the bottom of
down towards the grid bottom and out of the system being the grid and thus out of the region of consideration before
conidered. much of it passes back into the crustal layer in the O/C

Most of the energy incident on the MCB is transmitted transition region. This implies that there may be a critical
r it. hMus, in the last four time sices, the reflections length of intermediate oceanic path beyond which enough of

from the MCB are not easily distinguised from the later the eMergy has escaped from the region of interest that
portions of the incident wavefield. The pattern of amplitudes of the attenuated L, recorded after the O/C
displacements seen in the oceanic half-space is distorted transition would be reduced sufficiently to explain the
when the energy producing ft is transmitted aoss the observed data. To completely analyse this assertion requires
MCB. The uppermost portion of a diturbance cose the the use of the RT coupling method for continuing FE
boundary' first and begins to move more slowly. The calculations through a plane-layered structure using RT
remainder of the disturbance, still in the mantle layer integration and PM Green's functions. The accuracy of the
continues to move with the mantle's faster velocity. As the numerical implementation of this method must be
disturbance moves through the length of the transition, an established before such calculations can be presented.
increasing proportion of it moves into the crustal layer. This Therefore, the discussion of the numerical implementation
results in a slope being superimposed on the portion of the of this method and of the results examining the effects of the
disturbance which has propagated back into the crustal intermediate path length in the oceanic structu.e will be left
layer. The slope, for other papers.

lope = L(vM - V) CONCLUSIONS
17M

This paper presents a discussion of the propagation of L,
is dependent on L, the velocity in the crustal layer, v,, and along partially oceanic paths and the attenuation of L. due
the velocity in the mantle, vM. The slope, in this case about to propagation through the transition regions between the
tan 5r, is observed easily in both the second and third time continental and oceanic portions of these paths. The
slices. It is also seen in the fourth and fifth time slices, transition regions are modelled by a crustal layer with
However, in these time slices the amplitude incident from smoothly varying thickness which connects the continental
the oceanic crustal layer dominates that transmitted from and oceanic structures. The results will be discussed in three
the oceanic mantle layer making observation of the slope parts. First, propagation through the transition from
more difficult. If a realistic Q model were included the continental to oceanic structure. Then, propagation through
energy travelling through the half-space would be the oceanic structure and, finally, propagation through the
attenuated faster than the energy travelling through the transition from oceanic to continental structure.
crustal layer. However, since the energy incident from the The effects produced when a SH L8 mode sum wavefield
oceanic crustal layer dominates in the highest amplitude is propagated through a continent to ocean (C/O) transition
portions of the trace, the increased attenuation in the region, and their dependence on the horizontal extent of
half-space should not be important in this study. that transition region, L, will now be summarized.

The effect of the O/C transition region on the energy Amplitudes at the surface of the crust and in the crust are
previously travelling in the oceanic cnrustal layer will now be amplified by as much as 50 per cent as the wavefield passes
discussed. Concentrations of amplitude incident from the through the transition region from the continental structure
oceanic crustal layer travel up the surface of the OCB. As to the oceanic structure. These amplitude increases in the
they propagate up the OCB the lower edge of the amplitude crustal layer have been explained by the increased ray
concentrations are no longer constrained by the lower edge dewity in the thinning crustal layer. The amount of
of the oceanic crustal layer. Consequently the energy can amplification increases as L increases. Increased numbers of
migrate downwards towards the depth of the base of the reflections within a longer transition region, cause an
continental crustal layer. This diffusion of energy can be increase in ray density, explaining the increase in energy as
explained using a mechanism which is the converse of that L increases. Amplification is maximum at the surface and
aed to explain the concentration of energy in the C/O decreases with depth until the base of the oceanic crust is
trasition. The incident angle for the ray perpendicular to reached. In the transition region energy is transmitted across
iech wavefront, J,,, increases as n incieases. Subsequent the boundary between the crustal layer and the mantle layer
infection points are separated by larger horizontal distances (the CMB) but not across the boundary between the crustal
producing a dilution in ray density and thus a decrease in layer and the ocean layer (the COB). Thus, the
anplitude. However, there is an important difference that amplification is maximum at the COB and decays as the
slmplifies the analysis of the O/C transition. Incident angles, Q{B is approached and the effects of energy transmitted
J1, for all rays trapped in and travelling through the oceanic across the CMB increase. The amount of energy transmitted
crustal layer are greater than 51. For n > 1 these angles cro the CMB increases as L increases. The translation
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direction of the forward transmitted wavefield has a lager Project Agency of the US Department of Defense and was
vertical component later in the seismogram when it monitored by the US Air Force Geophysics Laboratory
approaches the normal to the CMB. Thus, for a longer under contract F19628-87-K0; Division of Geological
transition, with a smaller #,. and thus a more horizontal Sciences Contribution No. 4623; Geological Survey of
0.43, the path length in the oceanic structure will have a Canada Contribution No. 20988.
larger vertical component. This will allow the Uranitted
energy to escape the system more readily as L increases. RFRN E

After the wavefleld has travelle through the transition RFRN E
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SUMMARY
In this paper the methods for representation theorem coupling of finite-element or finite
difference calculations and propagator matrix method calculations (Harkrider) are developed.
The validity and accuracy of the resulting hybrid method are demonstrated. The resulting
hybrid technique can be used to study the propagation of any phase that can be represented
in terms of an SH mode sum seismogram, across regional transition zones or other
heterogeneities. These heterogeneities may exist in regions which form subsegments of a
longer, mostly plane-layered, path. Examples of structures of interest through which such
waves can be propagated using these techniques include, regions of crustal thickening or
thinning such as continent-ocean transitions or basins, anomalous bodies of any shape
located in the path, and sudden transitions from one layered structure to another. Examples
of the types of phases that may be propagated through these sructures include Love waves,
L., S., and S.

Key werds: coupling, non-homogeneous paths, representation theorem, seismograms

I INTRODUCTION propagated through the non-plane-layered region using the
FE or FD method, Next, the wavefield can be transmitted

The hybrid method is simple in concept. The propagation across the bounlary between the FD or FE grid containing
path is divided into plane-layered segments, and non-plane- the non-plane-layered region and the remainder of the
layered segments. The non-plane-layered segments may second plane-layered region using the representation
coutain arbitrary structures. The propagator matrix (PM) theorem (RI) integration coupling method developed in this
aihnique is used to propagate the disturbance through the paper. This sequence of procedures can be repeated any
plane4yered segments and the finite element (FE) or finite number of times so that any number of non-plane-layered
difference (FD) method is used to propagate It through the regions can be included in the source to receiver path. The
non-plane-layered segments. The source as assumed to be RT integration coupling method uses a 2-D Cartesian finite
within a plane-layered region. Since neither coupling element formulation. Analogous methods for the 3-D case
tchnique (PM to FE or FE to PM) provides a complete follow directly.
solution if it as applied at the physical boundary between Many methods have been used to model the propagation
plane-ayered and mo-plane4ayered regions, the FE or FD of seismic disturbances across regions of varying structure
Vid am contain not only the complex region but also suc as ransition zones. The types of models that have been
segmen - of each of the plane-layered structues which ued to approximate transition regions can be separated into
adjoin the nds of the complex region. Reflections from the several types which are illustrated in Fig. 1.
complex octure within the grid must be carefully The simplest type of model (Fig. la) consists of two
-onsidered when designing the grid (Regan 1967) to ensure homogeneous layered regions, I V, and 3 3' separated by a
that their effects are bncluded in the final solution. The vertical boundary or a region 2 2' in which elastic properties
wavefeld is propagted from the source to the boundary of vary smoothly. Sato (1961a) derives analytical expressions
the FE or FD grid containing the fist complex region using for the transmitted and reflected waves, the phase and group
the PM method. The method used to transmit the wavefield velocities, and evaluates the approximate reflection and
icres the boundary into the FD or FE grid containing the transmission coefficients (R and T) in each case. More
n-plaeayered region is straightforward (Regan A recently, Kennett (1973) has developed a numerical

HakAer 1969; Repgan 1967). The wavefeld is then technique for solving the problem of seismic waves
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2 as Alsop (1966) and Knopoff & Hudson (1964) showed that T
decreased when the body waves were neglected. Martel
(1980) used a FE technique to evaluate propagation of Love.-- _L _.waves across a Moho step. Spatial filtering of the

amitted and reflected modes to determine transmission

and reflection coefficients allowed the isolation of the
diffracted body wave component. The modal filtering

(b) technique discussed in this paper would provide a simple
way to do such decompositions on FE or FD results
determined for any complex structures. Also these
structures would not need to be near the end of the
propagation path as is the case with a pure FE or FD type
calculation.

S (c) Studies using the surface step model and the Moho step
I' .. model have been generalized in several ways. We will

discuss only one, replacing the step by a transition region
(Fig. Ic). Knopoff & Mal (1967), and Knopoff et at. (1970)
explained an analytical solution for models of type (1c)
when the slope of the surface (or Moho) in the transition
region is small. Pec (1%7) calculated the dispersion of Love
waves propagating in a wedge-shaped layer. Boore (1970)

(d) used FD to study the propagation of a simple low frequency

L Love wave across a transition region (Fig. Ic). He noted
that in the region of the transition mode conversions and
conversion to other types of waves were important. Lysmer
& Drake (1971, 1972) and Drake (1972), use a FE method

Ilgm 1. Types of models used in studies of propagation of Love based on Zienkiewicz & Cheung (1967) which includes a
waves across continent-ocean boundaries, in order of increasng rigid grid bottom and thus allows no energy to escape the
complexity; (a) shows two homogeneous layered regions, 1 and 3, grid. The formulation also requires that the incident modal
separated by an intermediate region, 2, in which elastic properties
vary moothly between their values in regions 1 and 2; (b) shows a nergy is exactly equal to the sum of the reflected and
layer over a half-space with a step change in the thickness of the transmitted modal energy. Conversion to body waves is seen

layer; (c) shows a model with a smooth change in thickness, either as a distortion of the modal eigenfunctions. Lysmer &
at the surface or the Moho; (d) shows a model with a smooth Drake "(1971) use this method to study the effect of a
change in thickness both at the surface and the Moho. The transition of type Ic, or Id, on the incident fundamental
variations in (a), (c), and (d) occur in a transition region of length mode Love wave energy. They attribute the differences
L. between their results and those of Boore (1970) to body

wave interference in Boore's results. However, conversion
interacting with a layer or layers in which properties change to body waves and escape of those body waves from the
across a surface perpendicular to or at a specified angle from system defined by the finite element grid play an important
the layering, role in understanding the propagation of waves across

The next level of model complexity is the inclusion of a regional variations in structure (Regan & Harkrider 1989).
change in the thickness of the surface layer at the So, in fact, the method of Lysner & Drake (1972) with its
discontinuity between the two structures (Fig. lb). Sato distorted eigenfunctions might be interpreted to be the
(1961b) obtained analytical solutions and thus approximate method containing body wave interference. Thus, the
expressions for R and T for the special case of a surface step approach used by Boore (1970) and the approach used in
with height h much less than the wavelength of the incident the present study will provide more physical insight into the
wavefield. Hudson & Knopoff (1964) obtained expressions processes of attenuation along complex paths. The method
for more general surface step models. Alsop (1966) of Lysmer & Drake (1971) also includes a method for
developed an approximate method for determining R and T calculating 'mode participation factors'. These measure the
which assumes that all energy remains in Love waves, ratio of the energy of a single mode seismogram incident on
Gregersen & Alsop (1974, 1976) used an extended form of the complex region and the resulting energy of each single
the method of Alsop (1966, 1968) to show that normal mode exiting the complex region. Similar ratios can be
incidence is a good approximation for oblique incidence at determined using the Green's function filtering technique
angles of incidence of less than 4. Bose (1975) used an presented in the present study. Both methods are based on
integral 'quation formulation to yield asymptotic solutions the Love wave orthogonality relations. Drake & Bolt (1980)
at large distances from the step consistent with results used the method of Lysmer & Drake (1972) to study
derived for the step models by Regan & Harkrider (1989) fundamental mode Love waves normally incident on the
,sing the PM to FE coupling technique that forms part of California continental margin. They conclude that the ocean
the overall hybrid technique. Kazi (1978a, b) uses a ontinent boundary strongly increases the attenuation of
variational method to show that T increases after the cut-off fundamental mode Love waves, as Regan & Harkrider
frequency when the conversion of Love waves to body (1989) suggest.
waves at the surface step is considered. Earlier studies by All the studies discussed in the previous paragraph used
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periods much longer than tbose that will be considered in 2.1 'lie iepmtado Ihe a m md Green's hiecdom
the following discussions. Most previous studies considered
transition regions with lengths comparable the wavelength e of the method used to couple the results of a finite
of the incident energy. The shorter periods used in this calculation into the PM calculation is the
study allow the examination of the effects of transition applicaton of the representation theorem on the boundary
regions with lengths many times the wavelength of the between the regions in which each method is used. The
incident energy. Of all previous studies mentioned above representation theorem relates the displacement at anyonly Kennett & Mykkeltveit (1984) and Bouchon (1981, point, , in a volume Vto the body forces f, acting within V
1982) hae eneated relstieis t latter atd B (1981, and to the displacements u, and the tractions T, acting on the19 92) have generated realistic seism ogram s, th t latter at suf c S of V Th r a e m ny q ivl t w ys f
regional distances only. Instead, most studies concentrated surface S of V. There are many equivalent ways of
on measuring phase velocities and transmission and Ri the representation theorem, for example (i &
reflection coefficients for individual modes. In this study the Richards 1980, eq. 2.41)
input energy is in the form of seismograms containing a sum ".(2, t) -d A(G(I, T)G,(,, T- r. 0) ii
over a range of modes for fundamental and overtone Love E-.
waves. This approach produces a realistic output seismo- " V

gram which can be filtered and decomposed to yield the f IdrfII(~z -r;0)~.~ r), nj
transmission and reflection coefficients if they are needed. In J_- (s J '

light bf these facts it is dear that the results derived using
the method developed in the present paper can provide a - ce,- G p(z, I- '; 4, 0)u(, d)ndS( )
significant improvement in the understanding of the &

propagation of L. waves and other phases that can be where I is the location of a point on S, a the location of a
expressed in terms of mode sum seismograms. receiver in V, u,(z, t) is the p component of the

displacement at time t at x, t is the observation time, r is
the source time, n1 is the jth component of the outward
unit normal to S. Tju(j, r), nj] - rVn, - (u,, + u,,,)n, and

2 THE RT INTEGRATION METHOD FOR u,(j, t) are the boundary conditions specifying stress and
WE TO PM COUPLING displacement as a function of source time T for all points 4

on S, and G4,, is the Green's function which represents theTo dearly explain the method used to couple finite element displacement in the ith direction at a at time r due to a unit
and propagator matrix methods, it is useful to first discuss impulse applied in the pth direction at position 4 at time T.
some of the foundations on which each method is based, The general form of the representation theorem given
and to explain the basic concepts inherent in the use of the above is not suitable for demonstrating how the coupling of
representation theorem. In Section 2.1 the represeutation the FE and PM methods is accomplished. To transform it to
theorem will be discussed, and the assumptions that lead to a more manageable form it is assumed that no body forces
the form of the representation theorem used in this study are present within volume V, and that the medium is
will be presented. The theory used to derive the version of isotropic. Applying both conditions allows the repre-
the PM technique used in the present study is explained in sentation theorem to be written as follows.
detail by Harkrider (1964). The notation and the basic
concepts of the PM technique needed to explain the ri ,sf
representation theorem integration coupling technique u,(z, t) J dJ {G,1 4 +f
developed in the present paper are summarized in Section E

2.2. The FE method used in this study is an extensively + it(G ,, + Gs.)u,}n, dS(f) (2)
modified version of the stress waves in solids code (Frazier, where all derivatives are with respect to .

Alexander & Petersen 1973). The result is an explicit time For the case of SH waves only, eq. (2) can be further
domain FE method using a rectangular grid, and the mimplified to
hourglass correction terms which the rectangular grid
ncessitates (Kosloff & Frazier 1978; Regan 1987). The FE (.t - rdrf s + 6' dS(kA (3)
method can be driven by a source distant from the finite fr () , + 22.,n,(, (3)
element grid, as outlined by Regan & Harkrider (1989).Dispaceentostrsstiehitorescabercorddatany For the 2-D SH solutions at • in V, eq. (3) is integratedD isplacem ent or sms tim e histories can be recorded at an y fr m - to - ve th vai b e 2. T ep s n ai n
node or element centre in the grid. Given these time from -b ec over the variable . The representation
histories further details of the particular implementation of theorem becomes (de Hoop 1958)
the FE method are not important to the understanding of t"r
the coupling technique. The implementation of the RT u2(4,) dr c ( ) r u A + r, 2 )nt dC( I, )
coupling technique will be discussed in Section 2.3. A (4)
method for determining the accuracy of the RT coupling
teults will be presented in Section 2.4. A method for modal where C is the curve defined by the intersection of the
Green's function filtering of finite element or hybrid results surface S with the z,-x, plane, p(3) is the rigidity at the
is developed in Section 2.4. Finally, in Section 3, all aspects depth 93, and the half-space Green's functions r2 and the
of the method are tested using a simple model which enables foring functions u2(11, s, ) satisfy the initial conditions
the calculation of PM synthetics for direct comparison to the
hybrid results. U2- - r. .- = I G - r (5a)
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the radiation conditions, 12., "3) as forcing functions produces RT integration
results (hybrid seismograms) which may be directly

u2--0 u2.,',0 as I-.- (5b) compared with synthetics generated using only a single PM
calculation. Synthetics generated for comparison to hybrid

and the boundary conditions, results by using a single PM calculation will be referred to as
pure propagator matrix seismograms (PPM).

I1X-Fz2., O at z-0. (5c) For the SH problem in Cartesian coordinates the
expressions that need to be considered are for r2, ,2 .,

Following the notation of de Hoop (1958) the half-space 22.3, 12, U;", and ' Y-. For the geometry (Fig. 2) used to
Green's function is couple surface waves from a finite element grid into a

layered medium, through which the waves will be
(z, s; Un) _"--(z, s; 9) d43 transmitted by convolution with propagator matrix gener-ated Green's functions only the T=, 7='- -, and u are

[ /P) used. However, F2 , and W will also be derived for
.2+ Ko(sa/)] (6) completeness. Should the geometry change so that it would

_ _ _ _ be necessary to integrate over a horizontal surface such as
where a* - V'(x1 - T)' + (z *3) 2. To compare this form the bottom of the grid then ,, and 3,- would also be used.
for the Green's functions with the forms of the The stresses F22.1, F23, a;;, and 2';, can be expressed in
displacements used in the rest of this discussion it is first terms of spatial derivatives of displacements. Evaluating the
necessary to transform equation (6) from the Laplace numerical derivative gives a reasonable approximation to
transform domain to the Fourier transform domain, the desired stress values. However, a more direct, and more
Applying the change of variables, s - iw, and transforming efficient, method for determining the values of the stresses is
the modified Bessel functions, Ko, into Hankel functions to evaluate the analytical expression for each stress derived
gives from the corresponding analytical displacement expressions.

2). '( The displacement and stress expressions for double-couple
Alp ;sources, line sources, and line source Green's functions are

This form is analogous with the displacement solution for
the line source in a half-space: ,- Source F H

W,-X(z, W) - ,(r, 0, ) 0z 1, (k, -+H o2)(ksa-)].
F xi 0

(8)

Thus, x3  : -

' (r, #, z) " -2,rp'(x, ) (9) 0o

and the displacement Green's function can be calculated in a -" 0 ,

manner similar to the displacement solution. The line source
displacements and the line source Green's functions differ 0

only by a multiplicative factor of -2s. - "

2.2 The prepa o mtr tedaqe G

To implement the representation theorem integration l.er 2. Geometry of FE to PM coupling. The two long horizontal
coupling algorithm for coupling finite element results into lin show the free surfce and the boundary between a layer and a
propagator matrix calculations it is first necessary to obtain halif-space. The short vertical and horizontal lines show the
and evaluate expressions for the displacement and stress boundaries of the finite element grid. The FE grid continues off the
seismograms and the stress and displacement Green's figure to the left. The open circles within the grid and along its
functions used in the representation theorem integral bottom boundary represent nodes in the finite element grid. The
(equation 4). Evaluation of displacement and/or stress solid cirdes reprnt element centres where the forcing functions
Green's functions (22, F 2., r.3) is necessary in all u3(t) ad o,2(t) are recorded during the FE calculations. The

applications of the RT integration coupling method integraion path of the eptesentation theorem integral. C, is

regardleas of whether the forcing functions a results, illustrated as the dosed curve FOHF. The arrows at G and H

analytical stress and displacement seismograms evaluated Idicate that the z, - z coordinate at H and the x - z component at
G both tWd to infinity. The large dot within contour G denotes a

ssing PM or other techniques, or stresses and displacements receiver. The lines connecting the element centres (filed dots) and
from other sources. However, the PM stress seismograms tis receiver denote the line source Green's functions which
are used in the following discussions only as an example of a propagate the forcing functions to the receiver. The line FG denotes
wen-defined and easily evaluated form of forcing functions. the boudal between the 'complex' region to its left, and the
Using a single plane-layered model for all segments of the 'simple' region to its fight. The finite element grid extends into the
path and stress and displacement PM seismograms WF2, 'simple' region to provide numerical stability.
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presented in terms of propagator matrix notation in the is replaced by
Appendix. The evaluation of these expressions is accompl-
i using a generalized version of Harkrider's (1964) PM kL [v(z)]
codes. The general form of the expressions and the '(Z) L "CL J

propagator matrix notation used in the remainder of the depth of the receiver.
present paper are summarized below, where z s the

The basic idea behind the propagator matrix method as
implemented by Harkrider (1964, 1970) is to transmit the
disturbance produced by a source within a layered
half-space structure through that structure by combining In the present study. a simple geometry, consisting of the
terms that describe the source, the medium response, and same layer over a half-space for all segments of the path, is
the propagation effects. The terms that apply the effects of used as a test case to illustrate the method and assess its
the propagation path in the z direction are in the form of accuracy. The geometry of the simple problem is illustrated
propagator matrices. For source and receiver both at depth, in Fig. 2. The coupling of FE seismograms into a layered
they are separated into two parts, the propagation in z from media through which they are trinmsmitted by the PM
the source to the surface, and the propagation in z from the technique and the application of the representation theorem
surface to the receiver. An additional propagation term adds is accomplished by direct evaluation of the representation
the afect of the propagation in the r coordinate. In most theorem integral as given in equation (4). The evaluation of
eases the general form of a modal displacement at a receiver the representation theorem integral on the contour, FGH
at depth is (Fig. 2), will be discussed in three parts. Fist, the quantities

used in the evaluation of the representation theorem
,z s [s(h)] [vR(z)1 P (10) integral on the subsegment FG of the contour, FGH, will be

V(r, L, Z) V.o0 JHL vo Jm discussed. Then, the procedure used to estimate the value of

this integral along lG will be explained. Finally, it will be

where S is a function of the source strength and geometry, shown that the contributions to the representation theorem

&L represents the medium response for a surface source and integral from integration along segments GH and HF of the
a surface receiver, P expresses the propagation effects in contour, FGH, are zero.
direction r, Before the paniaculans of the integration procedure can be

discussed, each of the quantities in equation (4) must be

V5 (A)1 defined. Th integration surface for the segment PG is a line
oJ with the x-coordinate held constant, only the terms

VO Ngenerated by setting k-I in equation (4) need to be
econsidered. Thus, the quantities of interest are, p, uy, oY,

is the term for trnsitting the distubance from the source r, and r,',,. The displacement and stress seismograms at
depth to the surface which because of reiprocity can be the element centres, illustrated as dots in Fig. 2, are
expresed as a modal propagator from the srface to t recorded during the FE calculation. The element centre

urce depth h. and displacement u., and the element centre stress, o,, are

used as the u2 and Pu2.1 terms, respectively. Line source

['(z) 1 Green's functions m calculated for the transmission of a
LV0 JN unit line displacement, applied at each of the element

centres illustrated as dots in Fig. 2, to the receiver point.
is the propagator from the surface to the receiver depth. These displacement and sus Greens functions, calculated
The subscript H denotes homogeneous, that is independent using the PM method, are the r.2, and pr2. , terms in
of and not containing a source. The terms within the square equation (4).
brackets represent matrix quantities, not simple ratios. If The representation theorem integral is evaluated using
the source is a ess source rather than a displacement trapezoidal rile numerical integration of equation (4) along
source then segment PG of contour FGH. The displacement and stress

seismograms, and the displacement and stress Green's
r19(h) 1 functions re time series. The time spacing between
tV successive points in each time series is the time step

duration, At, used in the FE calculation. Similarly, the
is replaced by distance between btradon points along the integration

kT_.t..surface is Az, the Vid spacing within the finite element grid.
It should be remembered that the terms -.u.,& and r...,

P(h) t*SCLJH' in the representation theorem integral, equation (4), are
convolutions. Thbus, the products of the Green's func'-.ns

where g(h) is the rigidity at the depth of the ource. If ress and FE reults, t432k and "2,02, are calculated in the
rmh than displacement is to be recorded at the receiver, Fonier transform domain, then, inverse Fourier trans-
tben formed into the time domain and summed. Integration

V~(Z)along the segmient FG of the contour, POH, is
___I appximated by numerically integrating along the subseg-

Vo N8 ment FF, of the segment PG, and assuming that the4,8
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contributions to the integral from the remainder of segment (622Mo r (h) 1VR(Z) 1
FG are negligible. The assumption that no significant 424, z) -- H 2 1  LI- J
contribution is made by integration along segment FIG can W H VO N

be justified for the case where F is chosen so that the Xr[ d 3  (12b)
earliest possible arrival of energy from a source at depth F Jo L o
is later than the last arrival in the seismogram being
considered. The uncertainties introduced when this criterion 92(x, z) -2M°H [ Rs (z)] '62

is not satisfied will be assessed in the next section. For the 00(h) 1Vo JII'VO PH"

remainder of this discussion we will assume that the depth F Qvm( s)1[ Vs( 3 )
iustrated in Fig. 2 satisfies this criterion. X o tP(s)[- v--E j d , (12)

Next, the integration over the remaining two segments of (12c

the contour, C, will be shown to give no contribution to the where
representation theorem integral. The segment of the
contour FH, along the free surface will be considered first. H, - Ce_*L(za) (kr)J W8H1)(kr) I
The integration surface for the segment FH of the contour, r L. OW r  r I,-
C, is a line with the z-coordinate held constant. Thus, only
terms generated by setting k - 3 in equation (4) need to be For all the types of sources discussed in the present paper
considered. The free surface boundary condition applied on both convolutions in the integrand of equation (11) produce
this surface states that at z- 0 the stress, Ou*, 3, is zero. identical expressions. Thus, it should be possible to
Since the Green's function, r 2 , used in all the calculations accelerate the numerical evaluation of equation (11) by
also satisfies the free surface BC, the Green's function stress, doubling the result of the integration of either convolution.
PF-. 3, is also zero at z -0. Therefore, one term in each This approach makes it unnecessary to record both
prod,,ct in the integrand of equation (4) is zero, causing the displacement and stress seismograms in the FE calculations.
value of the integral along this portion of the contour, C, to Either one of these should be sufficient to calculate a 2-D
be zero. Next, the segment GH of the contour, C, will be SH representation theorem integral. This approach also
considered. As I-- the displacements u 2 and u2.A must allows the value of the representation theorem integral to be
approach zero since the radiation condition is satisfied. determined using half the number of the Green's functions.
Again, one component of each product in the integrand of The representation theorem integral will be evaluated try
equation (4) is zero. Cearly, this makes the integrand zero doubling the value of the first term in equation (11).
and verifies that the section GH of contour, C, makes no In summary, the procedure used to propagate moxe sum
contribution to the representation theorem integral. seismograms along a path that may include one or more

Before summarizing the method one further simplification segments of non-plane-layered structure within a longer
in the evaluation of the representation theorem integral will plane-layered path will be described below, and, for clarity,
be presented. The integration of equation (4) along a illustrated in the flow diagram in Fig. 3. The details of the
vertical surface equivalent to contour FG can be expressed FE to PM coupling technique discussed in this section will
as be emphasized in this description (see points (2)-(6) below),

and its relation to the complete hybrid propagation
&2(1, ) f( [,r,(x, z; I, 3)u 2, 1( , N technique will be demonstrated. The method can be broken

down into eight steps.
+ r, , z; f l, 2M, 3 )Jn d 3. (11) (1) Choose a source type, a source depth, h, and a

horizontal propagation distance, A,, from the source to the
The forcing functions, uM(,, ) and ()u 2 , IM -) - oz, finite element grid edge. This distance A, is slightly less than
can be expressed in terms of the variables used in the PM the horizontal distance, A,, from the source to the edge of
method. For the line source this is done by substituting the first complex region. Also choose Az, the vertical
expressions from the Appendix, eqs (AIO) and (Alib), spacing between nodes in the finite element grid, and n, the
respectively, for u,(L,, ) and o,,. The line source Green's number of nodes in a column in the finite element grid. The
functions, 4,2 and #%)22.1 can be expanded in terms of quantities n, Az, and A,, are chosen when designing the
PM variables by substituting equations (A12) and (Al3b) finite element grid containing the complex region (Regan &
for r, and r2,.1, respectively. Performing these bstitu- Harkrider 1969, Regan 1967). Use the parameter source
iom, and bringing all terms not dependent on t out of the type, h, n, A,, and Az, to generate a vertical section of PM
itegral, yields equation (12a). For a point double-couple seismogram containing one seismogram at the location of
source the mbstitutions for the Green functions ar each node in the first column of the finite element grid. This
umchanged. For the strike-slip point double-couple source, set of seismograms will be called the FE forcing functions.
equations (A4) and (Agb) are substituted for u2 and a,, tO (2) The FE forcing functions are used as displacement
yield equation (12b). For the dip-slip point double-couple ime history constraints on the first column of finite element
source equations (AS) and (A9b) are sbstituted for U2 and nodes. This paines the wavefield into the finite element grid
a,, to yield equation (12c). providing a complete solution at every node within the finite

-4x)(h) e-e*l ement grid. A vertical section of displacement seismo-

E-X, a)- - u-n is recorded at a column of finite element centres a
. V O V0  V horizontal distance, Am, from the beginning of the bite

S...fv(!)' fVs( 3 )11 d (2 element grid. This set of eismograms will be called the RT
Q'jo €"1 VOJNLVo --- ) forigdq functiom., .+ Am Is slightly larger than the
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(1) (2) trnsform the result to give the time domain displacement

t12(z,z,t) = M constraints Vi eismogramn at a r iver.
( I (?) (7) Repeat steps (4)-(6) for each of the; receivers chosenz,= -) ( As U s + x'  in (3). If another complex region lies in the path from the

' - - cations of i to the final receivers this repetition will
=i+11 PM = produce a new set of FE forcing functions. Otherwise the

= k + IFE n final solution has been reached.
m1 (8) Repeat steps (2)-(7) to propagate across the next

Sm = #RTreceivers complex region.

(4) () A2.4 Um edeamty e t n mimoal iterhg for RT

I As muated in Section 2.3, the evaluation of therepreentation theorem along path FG (Fig. 2) is in practice,(5), 
carried out only along subsegment FFI. The contributions to

S. ,,)the 
representation theorem integral from integration along

notr subsegment FIG are assumed to be zero. To insure that theSi 1 1 anothe Y contribution from FIG is zero, the earliest possible arrival
from & source at depth F3 must be later than the end of the
hybrid seismogram being calculated. To rigorously apply

END__ this condition, when a seismogram duration of 55 s, a
t) [reasonable duration for L. at A, - 1000 kin, is used requiresF-'." Z that F, lie at a depth in excess of 250 km. FE calculations

"F-I"-" 2U(t1 w) extending to such depths would be prohibitive. At larger
r ,, ,) distances the L, seismogram has even longer durationsrequiring the integration surface to extend yet deeper. "hus,

it is desirable to assess the size of the contributions along
lPgme 3. A flow diagram of the generation of a hybrid synthetic subsegment FIG when the depth of F is considerably
mode sum seismogram. The numbers in parentheses above some smaller than would ideally be the case, and to determine the
boxes relate the procedure within that box to a step number in the .inium values of the depth F, that will mut in acceptabe
mmmary of the method in the text. To avoid double subicriptm min vlues ofute dt is thtfwill t i a
the figure k - (, ), and z - (, z). As in the text, a bar over a solutions. Fortuately, it is straghtforward to derive a
quantity indicates the Fourier transform of that quantity, The three simple relaton expressing the mode by mode accuracy for a
smal boxes along the bottom of boxes (1), (2), (4), and (5) indicate given F, and grid spacing (Az). This relation can be simply
a loop. The variable in the left-most box indicates the incremented and rapidly evaluated before RT integration coupling is
variable in the loop. The centre box is used to indicate the attempted. The mode by mode uncertainty estimates can
jecin ue used to calculate the quantity. The right-most box shows then be ued to assess the effect of a particular choice of F,
the largest possible value of the incretment variable. Az, and the time spacing on the acuracy of the hybrid

synthetics and to choose optimal values for F and Az.
To derive the expression for mode by mode integration

horizontal distance from the source to the end of the region wawrcy we return to the expression of the representation
of complex structure and AE is chosen when designing the theorem integral along FG in terms of propagator matrix
fite element grid. notation (equation 12). Comparing the quantities outside

(3) Choose the number, j, and locations, (x, z), of the integral, in each equation in (12), with the expression
desired receivers. The horizontal distance between a for displacement due to the corresponding source in a
receiver and A, + AE is AmT. If the path from A, + AE to layered medium, equation (AI0) to equation (12a),
the final receiver locations contains another complex region equation (A4) to equation (12b), and equation (A) to
a comlte depth sction of hybrid seismograms is needed equation (12c), allows equation (12) to be rewritten as
and j - n, and Ayr S A. - (A, + Am). The izontal
distance from the source to the efge of the nem finite U&(: 0)- U2(z, ) 26,L ~~~ i,
element grid is A.. Jo L VO  VO H

(4) Calculate line suce strsu Green's functions. One (13)
Green's function is calculated to transmit the disturbance at Defie 11 to be the reation
esh element centre to a receiver.

(5) Fourier transform the .ispament r"inograms in
the set of RT forcing functions. aJ o [ 0 JH

(6) For each element centre, multiply the displacement
seismogram from the set of RT forcing functions with the This imnmediately leads to the relation
stre Green's function which transmits that displacement 26jl -1. (15)

smogram to the receiver. Mien, ad the resulting product
meismograms for all element ctres on the depth section Evaluation of this ample equation provides a direct estimate
and multiply the resulting sum by 2Az. Inverse Fourier of the accuracy of the integration on a mode by mode basis.
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Ibe estimate of the accuracy is obtained by evaluating the I coupling technique will be discussed in detail. In the
integrand at each integration point used in the RT following discussions a seismogram resulting from a RT
integration, for each frequency on each branch of the integration will be referred to as a hybrid seismogram.
dispersion curve used. For each single frequency mode the However, since the representation theorem integral can be
quantity on the left hand side of equation (15) is determined evaluated regardless of the method used to generate the
at each integration point and summed over the integration forcing functions, easily generated PM forcing functions are
surface. If the solution were perfect with no error present, used in most tests of the accuracy of the coupling technique,
then the sum would be exactly one. In practice the sum rather than more computationally intensive FE forcing
departs from one by some amount which gives an estimate functions. A single test using FE forcing functions is
of the size of the minimum error that could be expected in presented for completeness. All the numerical experiments
that mode in the RT integration results. The estimate is a discussed below use the same layer over a half-space model
minimum since it does not account for the phase of the for all portions of the path allowing hybrid results to be
arrivals nor for possible errors in that phase. The evaluation directly compared with PPM results. In all cases the layer
of the error using this relation is much faster than comparing has a thickness of 32 km, an SH wave velocity 3.5 km s- 1,
results from multiple applications of RT integration and a density 2.75 gm - . The half-space has SH wave
coupling, velocity 4.5 km s-1 and density 3.4 gcm -3.

An additional result obtained from equation (14) allows a In the following sections the results of tests of several
simple method of modal filtering to be defined. It is well aspects of the representation theorem integration coupling
known that if i and j represent two different modes for a technique and Green's function filtering will be presented.
given period, (k, # k, for w, - w,), then the orthogonality First, the estimation of uncertainties is discussed, and the
relation for Love waves states that values of Az, At and F are chosen. Then, results of the RT

integration for the fundamental mode and for each of the
gi(zW(z)v,(z) dz 0 i *j. (16) first five overtones are presented to illustrate where the

discrepancies between the RT results and the analytical

Comparing equations (16) and (14), and equating results originate. Mode sum results for a line source and for
a point source are then presented. Modal filtering of FE or

rv,(h3)] hybrid results is then discussed, and examples of its
v, l  ; /--" ,efficiency are presented. Before these results can be

discussed the sets of forcing functions and Green's functions
and used in the tests need to be explained.

The forcing functions used are the displacement and stress
V, / /V-MI seismograms for a source depth of 8 km. They are evaluated

at positions corresponding to the element centres of the

shows that equation (13) is a form of the orthogonality right-most column of elements in a FE grid with horizontal
relation. At this point it is useful to notice that the two and vertical spacing of 0.5 kin, whose right-hand edge lies

A, - 1500.25km from the source. Thus, the seismograms
r1 /are evaluated at points along a vertical surface 1500 km from
t Vo J the source, at depth intervals of 0.5 km, beginning at a
terms in the equation (13) each have separate origins. One depth of 0.25 km below the surface. Separate sets of forcing
originates with the forcing functions and the other with the functions were generated for the fundamental mode and for
Green functions. Thus, any single modes not common to each of the first five higher modes. Also, an additional set of
both the forcing functions was calculated by summing over the

fundamental and the first five higher modes. Single mode[v(]) 1and mode sum forcing functions were determined for both a
""o JH line source and a strike-slip point source. Similarly mode

sum and single mode Green's functions were evaluated for a
term from the forcing function and the line source at each of the locations where displacement and

[stress forcing functions were evaluated for a line Source atVWo each of the locations where displacement and stress forcing
functions were determined and a receiver at the surface.

term from the Green's function will produce zero Single mode and mode sum Green functions for a
coutribution to the resulting hybrid result. This implies that propagation distance of ART- 100, and mode sum Green
the only modes present in both the Green's functions and functions for propagation distances of aT- 50, 100, 150,
the forcing functions will be present in the RT integration 250, 500, and 1000 km are used. The representation theorem
results. Thus, choosing Green's functions with a subset of integration surface for all RT integration examples extended
the modes present in the forcing function will produce a to a depth of 50km.
filter that gives RT integration results that contain only that
subset of modes.

3 ET COUPLING OF ANALYTIC
SEISMOGRAMS AND GREEN'S FUNCTIONS Before representation theorem integration calculations are

performed it is useful to consider the choices of A, the time
In this section the validity and accuracy of the numerical step in the displacement and se seismograms. A, the
huilmentation of the representation theorem integration spacing between integration points, and F, the vertical
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extent of the integration surface. Once a desired level of conidered. Further reduction of F causes rapid increases in
accuracy has been defined and the highest frequency to be the value of U.
modelled has been chosen a reasonable set of values for The effects of varying F were also investigated. The
thse parameters can be determined. The values of Az and values of U for several values of F, at each value of Az were
F are selected mang the mode by mode estimator of reexamined to determine the effect of changing the value of
accuracy discussed in Section 2.4. The tolerated level of F on the value of U. The period below which no uncertainty
uncertanty, U- I- 26 ,L1t, in the representation theorem estimates exceeded 2 percent was determined for each F,.
integrations described in the present paper is 2 per cent. The The resulting minimum values of T for each F, and for
tmnslation of this tolerance level to values of Az and F is Uo - 0.4, and Az - 0.5, are plotted in Fig. 4. The curves in
discussed below. The integral I,, equation (14), used to Fig. 4 are model-dependent and must be determined for
estimate the accmracy of the representation theorem eah model used. All values of F below the fundamental
integration is independent of At. The value of At is chosen
so that M/2AI exceeds the highest frequency used in the time tOO0
series. In practice it is inadvisable to use a value of At which
s larger than half the minimum travel time for travelling the 43 1

distance A, since this may cause increased errors at thedx~nw priods. F,
Trf €eets of varying hA were studied. Estilmations of (kmn)

acacy were determined for several values of F and hz.
The resulting values of U were examined to determine the 100
effect of changing Az on the value of U. The results of this
examination indicate that U -UoAz, where Uo is the
uncertainty using z - I km. The choice of an acceptable
value of Az requires examination of the actual values of U.
Table 1 shows the values of U for a smal selection of
periods on each branch of the dispersion curve. The _0_

uncertainty estimation which produced Table 1 used 05 T(s) 20 30
AzO -0.5km, and F --0km, the values used in the RT
integration tests below. These values of Az and F produce lre 4. RT integration uncertainty estimates for Az.- 0.5 kin. F
errors below U - 0.02 for most modes. The pattern of the is the depth of the deepest integration point on the RT integration

variation of U with period seen in this table is typical of all surface in kilometres. T is the period of the mode. Each curve is

the sample combinations of Az and F, examined. The mode labelled to indicate which overtone it refers to. F refers to the
fundamental mode, I to the first overtone, etc. Each curve is theby mode values of U for each separate overtone, and for the locus of points (T, F), where T is the maximum period for which a

fundamental show that U is small and approximately mode can be accurately reconstructed (UsO.02) using RT
constant until the value of F is reduced to a value integration to a depth F,. The borizontal dotted line indicates the
comparable to A, the wavelength for the mode being 50 km value of F, used in the tests of the RT integration technique.

Tik 1. RT integration uncertainty estimates

Period U - l- 2L],2

(s) Fund. ist 2nd 3rd 4th 5th

50.0000 0.9948
90.0000 0.8456
60.0000 0.6726
30.0000 0.1732
20.0000 0.0234
14.0000 0.0069
11.4000 0.4701
10.0000 0.0124 0.3129
8.0000 0.013S 0.0212
6.0000 0.0142 0.0098
5.7000 0.3940
4.0000 0.0148 0.0135 0.0091
3.8000 0.0102 0.3003
2.1000 0.0093 0.0526
2.5000 0.0147 0.0136 0.0112 0.0046
2.2000 0.0125 0.0091 0.0047
2.0000 0.0152 0.0149 0.0143 0.0132 0.0109 0.0056
1.60 0.0154 0.0151 0.0148 0.0142 0.0131 0.0112
J.I01 0.0154 r ..53 0.0151 0.0148 0.0143 0.0136
0.3001 0.0154 0.0154 0.0154 0.0152 0.0151 0.0148
0.4000 0.0156 0.0155 0.0155 0.0158 0.0155 0.0154
0.2000 0.0190 0.0159 0.0161 0.0147 0.0156 0.0161
0.1000 0.0130 1.7330 0.0096 0.00S 0.000 0.0078
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mode curve produce uncertainty estimates in excess of 3.2 Demomitradg RT blepadon mslhg
V - 0.02, the spedhed cut-off level. The values of F, which
fall below the part of a given overtone curve that is not near The first group of tests using the sets of forcing functions
vertical produce uncertainty estimates in excess of U - 0.02 and Green's functions discussed above produced mode by
for that overtone. The almost vertical portions of the mode hybrid results directly comparable to PPM synthetic
overtone curves, which have periods near the cut-off single mode seismograms. PPM synthetic seismograms were
frequency of the overtone, indicate the values of F, that calculated at A,- 1600 km for each of the fundamental
produce acceptable values of U for all periods. Fig. 4 mode and the first five overtones. For the fundamental
provides a good way to estimate the minimum acceptable mode and each of the first five overtones a set of single
value of F. Examining Fig. 4 for a given choice of F on a mode PM forcing functions, at A, - 1500 kin, was combined
overtone by overtone basis helps to predict and explain the with the corresponding single mode set of Green's functions,
causes of the inaccuracies noted below in the actual RT for a propagation distance of ART - 100 km, acording to
integration results. The value of F chosen for use in the the representation theorem integral. Thbis produced a hybrid
tets of the RT integration is 50km, and is indicated by a seismogram for that mode at A - 1600 km to compare with
dotted line in Fig. 4. Ihis value is the minimum value of F the corresponding PPM single mode synthetic. Comparisons
that produces acceptable values of U for the longer period of the RT integration sums and the PPM synthetics for each
modes on the overtone curves. The intersections of the individual mode are shown in Fig. 5. All the seismograms
F - 50 km: line and the curve for each mode indicates the are bandpass filtered for periods between 1 and 25 s. The
expected uncertainties. The second through fifth overtones short period limit on the bandpass filter was chosen to
should be accurately represented at all periods. The first improve the correspondence between the waveform of the
overtone will introduce somewhat higher uncertainties, PPM synthetic and the RT integration result for the same
although still acceptable, particularly between 8 and 11 s mode. The short period limit corresponds to the shortest
period. The fundamental mode will be accurate for periods period energy that can be transmitted through a finite
less than about 21 s. element grid with grid spacing equal to the spacing of the

PM HYBRID
0.30, -J V - p_ -. / -\, -

- 0.301 0.95I

0.o7 -I .._ ^^ A A . ....

- 0.70.92-

-
0 . 0 4 J " 1vqj V V  V v - O.96- " 111vvVy V v  V v - -

-0:07]

-o.07- 0.99J WV V"rv V v -vv --

0.061

- 0.06 Jr.....""'""VVVvvvVVV VVV 0.97

0.03 . ii . 1 ........
-0.03- 0.97J

Ili S. Mode by mode RT integration roults banipam filtered betwen 0.04 and I Hz. Two columns of seinogns a we illustrated. The
fist column, labelled PM, show, PPM synthetic; for ec overtone and for the fundamental mode. Te PPM synthetic; we calculated for a line
source at a dqxh f 8 ki, at a dktance A. - 10 km from the source, uing a single PM calculation. The second column, labeled hbrd,
dhow the hItfid synthetics for a PM path klth of A, - 500 km (ine source) and a RT integration path lnt of A,,T - 100 km Each r w of
wimiopns rpeset remlts for a difereat overtone. The At row show the fundaimetal mode, the second row the fr overtone, the thrd
sow the second overtone, the fourth row the third overtone, the Mth row the ourth overtone, and the sixth row the ft overtone. Each row of

smoprams is plotted uing the ame scaling. The nambers at the kft hand edge of cac row indicate the amplitude. The nmbers between
.• pair of mIg indicate the ram otude ratio of the hybrid seismogram to the PPM seismogram.
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integration points in the RT integration. The long period 350 MODE SUM
cat-off of the filter is chosen to remove the long period
component of the fundamental mode which cannot be 0.99
accurately reconstituted without increasing F. When the
integration surface is truncated at progressively shallower
depths the long period cut-off of the fiiter must be
progressively reduced to maintain the fit between hybrid and 3500-
PPM fundamental mode seismograms. As F is reduced
below 50km the correspondence between the hybrid and 3500- PM SYNTHETIC
PPM overtone seismograms for each overtone degenerates. I
As predicted in the error aalysis the largest discrepancies
between the PPM and hybrid results, for F - 50km, occurIl,1 "V V",VV V,
in the first overtone seismograms. Some discrepancies are
seen in the fundamental mode due to the longer periods
between 21 and 25 s which are not removed by the filter. 350C
The higher overtones fit well and approach the accuracy 350 SUM OF MODES
predictfd by the minimum error estimates above.

In practice a full mode sum seismogram is the desired 1.00
result of representation theorem integration coupling. The
mode by mode tests discussed above illustrate the validity of
the method and illustrate our understanding of the sources
of possible uncertaintic -i: illustrate the accuracy obtained
using mode sum forcig functions and Green's functions the I50
hybrid synthetic resulting from RT integration using mode 0 00 30

Se.

0.27- MODE Sum FWgre 7. Mode sum RT integration results. PM seismograms are

calculated for a strike-slip point double-couple source. Other details
1.01 as in Fig. 6.

fw~rv VV VVVVVsum forcing functions and Green's functions is compared with
the corresponding PPM mode sum synthetic. Fig. 6 shows

0.27- results using a line source, and Fig. 7 shows results using a
PM SYNTHETIC point source. The agreement in amplitude and waveform

0.27-between the PPM and hybrid mode sum results is excellent.
Thbe sum of modes synthetic calculated as a sum over the
single mode hybrid results shown in Fig. 5 gives a similar

reut. The agreement between the mode sum hybrid
sismogram and the sum of single modes hybrid seismogram
provides an independent check and the validity of the

0.27 filtering technique, since any cross-terms that did not cancel
SUM OF M 0ES due to orthogonality would appear as deviations between

.7- Ithe two sets of resulting seismograms. That is, cross-terms

.00 present in the mode sum result would not be present in the

sum of modes result.

3.3 Dimeastum of GoiI's eI m 1ing

0.27J Next, a series of calculations investigating the accuracy and
I 4elncy of the Green's function filtering technique will be
0 O 100 discussed. The Green's function filtering method uses

Green's functions, containing only a subset of the modes
I1gw 6. Mode sam RT integration results bsndpm Altered preent in the forcing functions, as a filter to extract only
between 0.04 and I Hz. Tbe centre e.m.orm is a P thoe modes from the forcing functions. In particular, the
wismogram for a fin source at a depth of 8km at a d nge mode st of Green's functions are used in the

- 1600km from the moum. The uper-most and lowe-most representation theorem integral along with the mode sumsomgisam hybi wimgrm for a PM (ln source) poth
Sa hkm a RTimam on a qftne stbuethof set of forcing functions. The resulting hybrid seismograms

a -1 500 km and a T iga cuping pbeikt odeum WoS contain energy only in the single mode present in the

wng a single RT intepation of mode sum, u e, i Oreen's function. A reprentaton theorem integration was
dIm and mode sum Green's functions. TIM sismooem labeUlle performed using ach ingle mode set of Green's functions

am of modes is a -u the dogle mode RT integration results and the set of mode sum focing functions. As an example
show i Fig. 4. results using the third higher mode Green's functions and a
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MODE - MODE MODE SUM - MODE
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Rpm 6. Green's function filtering using the third overtone as an example. AD illustrated seismograms are bandpass filtered between 0.04 and
I Hz. The remult of a different RT integration mre presented in each column. Both columns show hybrid seismograms for a line source at a
depth of 8 km and a distance A, + ART - 1600 km from the source. In both cases the PM path length is A, - 1500 kin, and the RT integration
path length is ART= 100 km. In the first column, labelled mode * mode, the hybrid seismograms are derived using the third overtone forcing
functios and the third overtone Green's functions. In the second column, labeiled mode uam* mode, the hybrid sismograms we derived

sing the mode am forcing functions and the third overtone Green's functions. Each pair of seismograms i plotted using the same scale, but
the ale changes from pair to pair. The amplitude is indicated at the left end of each pair of seismograms. The RT integration begins at the
surface and proceeds down FF, (Fig. 2) to F. The first row of sismograms is a single convolution, the sum down to a depth of 0.25 km. The
second row is the sum of 21 convolutions, and includes all integration points to a depth of 10 kIm. This pattern continues with the depth of the
deepest point included in the integration indicated to the right of each pair of seismograms. The numbers between the pairs of seismograms
indicate the nms amplitude ratios of the mode smn mode eismograms to the mode * mode seismograms.

line source are shown in Fig. 8. When a depth of F, - 50 km depths greater than 50 km improves the results slightly due
in reached the waveforms are indistinguishable and the to better fits at longer periods. For the fundamental mode
amplitudes agree to within less than 1 per cent. Studying bicreasing F, allows longer period energy to be modelled.
imilar plots for each overtone and for the fumdamental Fig. 9 illustrates the mode by mode results of the RT
mode shows several trends that bold for both point sources integrations discussed above for F"50km. For the

and line sources. In general the integrtion must proceed to fundamental mode and all illustrated overtones the
a depth F, of about 30 km before the waveforms of the waveforms of the mode* mode hybrid results and the mode
filtered mode som sismograms closely resemble those of summode results are essentially identical. The nns
the single mode hybrid results. For the third to fth amplitude ratio of the two different types of hybrid result is
overtones the filtered results at F, - 50 km and the analytcal one for each pair of seismograms shown. In fact even the
results aree in amplitude (rms amplitude difer by peak-to-peak amplitudes agree to within less than I per cent
<1 per cent) and are not visibly different in waveform, for all modes. Clearly the Green's function filtering technique
Integraton over the full 50km isa necessary to tabilize the is accurate and promises to be very useful in the
rultns. Integration to depths greater than 50km does not interpretation of hybrid seismograms for paths including
imrprove the correspondence between hybrid and filtered complex structures. In summary, the effect of using a set of
reults. For the first and second overtones integration to Green's functions containing a subset of the modes present
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MODE - MOE MOE SUM -MOE

0.301 x

- 0.301
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0.03

0.0311-
11gm 9. Mode by node resut of Ormen's Auction filtering. AM seismogram ane bndps filered between 0.04 and I Hz. The A frsrow

dhon resu for the fundm ntal mode, echb successive row shows resu for the nex higher ovrone. The fesu of a different RT
integratio ame presented wn each colum. Both colums show hybri seimogram for a lin scum at a depth of 8 km and a disanwe
A, + ART - 1600 km fromn the source. In both cuse the PM path length is A, - 1500 kmn. sod the RT integration path lengt is A,-r - 100 km.
Na the Ait colun, labelled mode * mode, the hybrid seismograms are derived wing the singl mode forcing functions and the single mode
0 seens funaction for that sam mode. In the second column, labelled mode sum *mode, the hybrid seismograms are derived using the mode

- *wmg functions and the singl mode Gree's function. The extent of the integration surface, F,, is 50 km for ag ilustrted seismograms.
Theseiliude scale ig gimen to the eft of each Pair Of seismogram. The ra aiplitude ratio& of the mode sum e umod seismograms to the

mode * mode seftwogram is mne in all coes and is thu act lllaarated on the diagrm.

in the met of forcing functions is to produce an amient ffiter Ihe final example of RT coupling produces hybrid
that allows only the modes common to both sets to appear mammograms due to the propagation of energy fromn a
in the hybrid result. source, through the first section of ats path using the PM

method, through the second section of its path unsin the FE
3A T eepiingsai Grn'shweloumethod, and finally, through the las section of the path

Naft aft FsIEle eslg inn Gims sing RT integration coupling. Again, for this example, the
1k FE ~entire path codsfta of a angle imple plane-layered

Th exmples of representation theorem integration structure to allow direct compaion of the hybrid meulti to
coupling dwmd so thint- demonstrate the validity of 1114 results. A strike-slip double-couple point sourc at
couplig a wavefield espreined in tamu of displacement a depth of 8 km was sed to generate a set of PM

seimoramI geeted afng the PM meethod, recorded at dislcement asinnopams along a vertical wuface A. -
equal finterval along a vertca boundar, -r a that 13(Wkm fom the sore. The spasing between the points at
boundary. Mwe wavefleld is coupled acoss the boundary by which these sesmograms were recorded was 0.5 km. Each
11 beegaon, ealation of eqnation (4) along that of thee seismoprams was swed as a displacement time
vertical surface, of t dplacsent seIm rm and the history cotaint on a grid point along the left-hano edge of
appropriate line soureGes C ncis . I t remains to be a finite elen t grid wit grid spacing 0.5 km.- The
shon tdot RT imtegratin coupling and Green's function uplocation of this set of disament time history
therbl; wre valid when FE or FD displacement seismograms coMnstrait to the end of the fiite element gVW completely

an used, and that the entire ,; , seunce of operations ed to qietfled the mnotion of all nodes within the finite element
inedlde a complex s-bsgment of a propagation path in that grid for the duration of the FE calculation. At a column of
-a ks valid. Mw ed salample of RT coupling, presented uodes wihi the bito element grW displacement seismo-
in thi secdon, addresa these questions. guam waere corded during the FE calculation. The
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displacement seismograms were recorded at column 101, a coupling tacniqueb increases with respect to the portion of
distance A,+A ,,1550kin from the source. These the path traversed using the 3-D propagator matrix
displacement seismograms were then used as forcing propagation. The origin time of each seismogram in Fig. 10
functions in a representation theorem integration. The is slightly different. When absolute times are considered the
distance propagated using representation theorem integra- first peaks in each pair of seismograms align exactly.
tion varied from 50 to 1000 kin. Next, this example will be extended to present the results

The results of the example described in the previous of a Green's function modal filtering of one of the hybrid
paragraph ax: illustrated in Fig. 10. The correspondence seismograms in Fig. 10. The hybrid seismogram propagated
between the bybrid seismograms and the PPM seismograms Al-,- 100 km using representation theorem integration is
is exceUent. As the distance propagated using RT chosen for this analysis to that the single mode Green's
integration coupling increases the PPM seismograms appear functions already calculated can be used in the modal
to decay in amplitude faster than the hybrid seiamograms filtering analysis. The location at which this seismogram is
despite the fact that the rms amplitude ratios remain recorded will be referred to as A. Since a single layer over a
relatively constant. Ths is an artefact of the faw that the balf-space structure is used for the entire path it is simple to
rms amplitude ratio has the decay correction V'1Ix from predict that the transmission coefficients across the
equation (12) included in it but the plotted seismograms are 'caplex' region within the finite element grid should all be
not scaled by the correction factor. This allows one to see one and that the reflection coefficients should all be zero.
the incrasing importance of the 2-D to 3-D propagation Thus, the hybrid single mode seismograms recorded at A
correction as the portion of the path traversed using the 2-D should be identical to the single mode PPM seismograms for
finite elenent and representation theorem integration a propagation path length of A, 150 km. Fig. 11 shows

PM HYBeRiD

3400- 1.05 .~50

3400 ]001 1. .4 1 CC

-3400 I 1

3400w AJIV -1y IA .A .0 5 j 4 r- MrlW 4 A A -Y,4 150
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I3 D IV
3400 1.0450

340 0.99 j A1000
0 A 01-0 - 41 - A 1 " %P .- A

-34 0 i ',
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Sec. sec.

P m WS. Mode surm RT result using FE foring fuanctions. All seamgram ar badpain Afitered between 0.04 a&d I Hz. The Am column
show PPM remts for eash case, the ser and $blun sho the awresponding hybrid results. Ia mw illustrates iwults for a different
Popagatio diance. For all bybrd somopam the initial PM propsgatio dstaie from the source to the fiite element grid e* as
A-1. 0 km, and the propagation disance wkhis the gid io A -50 km. The distan, ia kilomem, pmpaated uing RT atelraion
oapling. Alt, i dicsted to the right of eah pair. Th1e rm a itd ratios of the hybrid resut to the PPM mesults ar show between each
pair of saismuopam. Origin dam of the plotte seasnapamw arbtrary, Anrows helm each seimopm indicate the Unvii times.
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to be studied. In fact, for SH waves, any fault geometry can

APPENDIX A be modelled using a linear nombination of only the vertical
dip-slip and the vertical strike-slip faults. Evaluating

In this appendix the expression for SH displacement and equation (Al) for each of these two fault types, yields the
stress at a receiver at depth z due to a source at depth h are expressions used to determine displacement seismograms at
presented in terms of Harkrider's (1964) propagator matrix a receiver at depth z due to a vertical strike-slip fault at
notation. Fu strike-slip and dip-slip double-couple sources depth h
we considered, then line source results are given. Finally,
toe source Green function displacements and stresses are [D(r z)O- -3'rL zr)]

developed. 2 Vo Vo if
Te displacement for an arbitrary double-couple source

follows directly from the expression for the SH displacement and due to a vertical dip-slip fault at depth h.
at depth z produced by a double-couple source of arbitrary M0  I .9H 2)(kLr)[r(_)] [v(z j
orientation at depth h (Harkrider 1964, 1970). 2w(r, z) Bh) L,0/CLJHL V0 J "

iv(r,., z, w)] 2niK.kw L(COS A sin 6 cos 20 (AS)

26 . A)1 BH(2)(kLr) The analytical expressions for the mess components for
asin -- sin 2 4'I SH waves from a point double-couple source follow directly

2 VL B J r from these expressions. Only the final term in equations

- (sin A cos 26 cos 0 + cos A cos 6 sin 0) (A4) and (A) depend directly on z. From Harkrider (1964)

BH I(k _ [VL(Z)] 1 B V (Z) T- r(Z)( 6( __ r](h l 2 ,
-- cL, B, L vo Jar O VO H 04) i-/CL H A-

(Al) All terms in equations (A4) and (A5) except the Hankel

where function are constant with respect to x. By expanding the

- (W) iMo  Hankel function term in an asymptotic series for large r, and
K,-_- -p. _-pW3 00 iWv0  (A2) ignoring terms of order l/r, it can be shown that

(A3)2 1H2 (kL r)
= ,(h) k.L =- r-is'. (A3) Br a(H r)) ar

Thus, taking the appropriate derivatives of the displacement
In equations (AI)-(A3), A is the strike of the double-couple expressions yields the expressions used to determine stress
source, 6 is the dip, # is the azimuth to the station, P is the time histories at a receiver at depth z due to a vertical
SH wave velcoity, p, is the density at the depth of the strike-slip fault at depth h
source, h is the source depth, wi is the frequency, r is the
istance from the source to the receiver, CL is the Love wave IWOkM0  alH(2 (kLr) [vs(A) f r (z)]
velocity, A(h) and p(z) are respectively the rigidity at the 2 oL'oJHL J/)

sourcedepth and at the receiver depth, (Aga)

vsh1 and [ H) 2, __ _ i
WO JH L1)/c.JH [f"(r, z)J] p(z) H "(Lr v(h)i'/L2w Br IS(h NHL VIOJ H

are the terms that trammit the source disturbance in the z (A8b)
direction from the source to the surface,

and due to a vertical dip-slip fault at depth h.

o 1['a ). l ) kr) T(A.[LoC)J

is the tem that transmits the disruption in z from the 6rLCL VO/CL R

muFrace to the receiver, and the term containing the Hankel (A9a)
f action s the propagation term in the direction. The A L,( r)M(2 )I L
murce term is defined to contain all the angular dependence Z)] idL i(0 2L "V

a 6, A, and #, as wel as the term 2ixkKAK,. me second 20
equality in the first expression of equation (A2) assumes a (A9b)
sep moment, that is M(w) - M/Iaw.

It is wel known that a double-couple of arbitrary Te analytical expressios for stress due to a line source
orientation can be expressed in terms of a linear in a layered medium are found by a procedure similar to
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that used above to obtain the stress expressions for the point half-space,
double-couple source. The displacement at depth z due to a i r Vs( 3 )' (z)

kne source at depth h is fIr(,, z; .?1, 0. C,,,Lh- A,

VX, Z)) 2xi4l , I - - e-'O)-. (A1,,
gives expressions for F22, and F,,.. In this case a stress

Terefore, the sresses for the 2-D line source ae source term rather than a stress receiver term is needed.
Thus, the depth derivative is taken with respect to the
source term. The form of the depth derivative is identical to

fW,-x, z)] - -2i~)6L C-k-(Alla) that in equation (M6) except that z is replaced by h.
-, V- JH(VOICL H Therefore the derivatives of the Green's function are

[r,.,(X, Z; C,, 6,)]

Oz, z)Vo 2xp~h)fs(z)L [VsQ)i "C( L .1o (A[3a)
VOJH VO VH (AIa)

(Allb) lr ,,X Z;,f, 9)( -4 l VO ",,( )l -] (- ,
Applying the same treatment to the expression for the LV 0 J H V0  if

displacement Green's function for a line source in a layered (Al3b)
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On Modeling Explosions using 2-D Numerical Methods
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On _Modeling Explosions using 2-D Numerical Methods

Richard .. Stead, John E. Vidale and Donald V. Henmberger
Seismological Laboratory

California Institute of Technology
Pasadena, CA 91125

ABSTRACT

Although seismic structures are generally three-dimensional (3-D), numerical
simulation of wave propagation through laterally heterogeneous media is concep-
tually simpler and less computationally Intensive In two dimensions (2-D).
Source expressions for 2-D that have the same radiation patterns as their 3-D
counterparts have been derived which can also correct for the differences between
2-D and 3-D wave propagation (Vidale and Helmberger, 1986; Stead and Helm-
berger, 1988; HeImberger and Vidale, 1988). Because that technique approxi-

mately transforms waves from a cartesian 2-D grid to a cylindrically symmetric
3-D world, slightly anisotropic geometrical spreading in 2-D better approximates
isotropic spreading in 3-D than simple Isotropic spreading in 2-D does. This
paper describes a correction to the explosive source expression which reduces
energy traveling vertically out of the source region, but leaves unchanged the
energy traveling laterally out of the source region. We show that this correction
will significantly Improve the results of using a 2-D grid to simulate elastic wave
propagation from an explosive point source.

The effect of shallow station structure and lateral velocity variation are
Investigated for records of the Amchitka blasts MILROW and CANNIKIN. The

differences between the Meuller-Murphy, Helmberger-Hadley, and von Seggern-
Blandford reduced displacement potential (RDP) source representations are
smaller than the differences produced by various possible velocity structures.

Using a model based on known structure, a better fit is obtained for the records
of MILROW, primarily for the surface waves. In addition, a technique is
developed to Include possible source asphericity. Using this technique, the

Amchitka blasts, especially CANNIKIN, show evidence of significant aspherical
cavity formation.
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INTRODUCTION

Ideally, one would like to simulate wave propagation in the earth with 3-D

numerical grids. Such experiments are, In fact, now being attempted (Stevens

and Day, 1985, Reshef, et a., 1988a, Reshef, et al., 1988b). They require, how-

ever, very large amounts of computer time and &!low energy to propagate only a

limited number of wavelengths, so that they do not apply to many problems of

geophysical Interest (see, for example, Figure 13.11 of Aki and Richards, 1977, for

the range of application of various methods). Numerical grids in 2-D have been

used for many years to provide Insight Into 3-D wave propagation problems (see

Boore, 1972, for example). Recently, we have developed source expressions which

allow the simulation of point slip dislocations and explosions with 2-D numerical

grids (Vidale et al., 1985; Vidale and HeImberger, 1986; Stead and Helmberger,

1988; Helmberger and Vidale, 1988). These expressions are applied to a fourth-

order eiplicit FD method. We find this method to be accurate, flexible and more

efficient numerically than implicit FD or pseudo-spectral methods (pseudo-

spectral methods are discussed by Reshef, et al., 1988a and Reshef, et a)., 1988b,

among others). The source formulations are most accurate for energy that pro-

pagates horizontally away from the source, partly because the asymptotic solu-

tion is most accurate for large range, high frequency, and non-vertical take-off

angle (Vidale and Heimberger, 1986), but also because a 2-D grid does not prop-

erly simulate 3-D geometrical spreading. We describe herein a source term that

corrects for the Improper geometrical spreading at most take-off angles.

We then demonstrate the use of this refinement by calculating finite

difference synthetics for the Amchltka Island, Alaska blasts MILROW and CAN-

NIKIN. The LONGSHOT blast Is not considered due to the lack of near-field

data. These blasts have been studied extensively by other researchers (Lay, Bur-

dick and Helmberger, 1984, Lay, Helmberger and Harkrider, 1984, Burdick, et i1.,

1984, King, et a., 1974, Perret, 1972 and Toksou and Kehrer, 1972, among many

others) In this research, because the structure and the source time functions

have been Investigated, these blasts are a good demonstration case.
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The blasts are described in detail by Perret (1972). MILROW was detonated

October 2, 1989 at a depth of 1219 m. Its yield was approximately I Mt. CAN-

NIKIN was detonated November 6, 1971 at a depth of 1791 m with a yield not

more than 5 Mt. Both shot points were In pillow lavas beneath a varied sequence

of volcanic breccias, basalts and sediments.

These events, because of their size, location and the wealth of data that was

released at the time, provided seismologists a unique opportunity to study a

broad range of seismological properties of nuclear explosions (Willis, et a., 1972

ahd Engdahl, 1972, among others). In this paper, we will be concerned with the

near-field seismic records of these blasts. The modeling of these records has been

the subject of several other studies, most notably Burdick, et al. (1984) and Lay,

Burdick and Helmberger (1984), where the researchers simultaneously model the

near-field and teleseismic data. Here, we will take the source parameters and

seismic structure from these studies as known, to demonstrate the effects of some

modeling procedures made possible using finite difference (FD) wave propagation.

We will not address the close-in records of the Sandia Laboratories experiments

(Perret, 1973; Perret and Breding, 1972) because our FD algorithm does not

account for the spall observed in those records. We use FD in this research to

demonstrate the limitations of one-dimensional (I-D) modeling and to explore the

effects that realistic 2-D structures can have when superimposed on a good I-D

model.

DIFFERENCE BETWEEN 2-D AND S-D WAVE PROPAGATION

The equations for 2-D and 3-D wave propagation are similar, but there are

Important differences. We will examine the acoustic case, although the same

arguments hold for the elastic case. In the acoustic case, the 2-D wave equation

for homogeneous media Is

Pa - C (g. + pe.), (1)

where P is pressure, c Is the wave velocity, x and z are catesian coordinates,
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and subscripts Indicate derivatives. The 3-D acoustic wave equation for homo-

geneous media is

PO -C 2 (pX + P, +p8Z) (2)

where y Is the third cartesian coordinate. Cylindrical co-ordinates are also

appropriate for wave propagation near a horizontal free surface. In cylindrical

coordinates

Pa c 2 (P + P + P-), (3)r

where r and z are the radial and vertical coordinates, and azimuthal symmetry

In the wavefield is assumed. The term that is multiplied by 1/r becomes negligi-

ble as r becomes large, and In this case the Equations (1) and (3) are nearly

equivalent.

There are several differences between waves propagating according to Equa-

tions (1) and (3). In 2-D, wave amplitude decays with geometrical spreading by

l/v'R, where R - %z2 + z 2, but in 3-D, wave amplitude decays by 11R,

where R =-i %/v2 +z 2. This difference can be corrected by multiplying the

amplitude of seismograms produced with Equation (1) by 1/VrR', but this correc-

tion is exact only for a homogeneous media. If the true raypath is strongly bent

by v,'ocity gradients, the appropriate R may be difficult to find. If there are

several raypaths between the source and receiver, the appropriate R Is ambigu-

ous and impossible to find.

In 2-D, an Impulsive burst of energy at the source results In an Impulsive

burst of energy at the receiver followed by a line source tall which decays as

i//Ff, where t Is the time after the first arrival of energy at the receiver. In 3-

D, an Impulsive burst of energy at the source results solely In an Impulsive burst

of energy at the receiver. The arrivals with a line source tall that result from the

use of a 2-D numerical grid can be restored to point-source-like Impulsiveness by

convolution with the time series H(t ) /rt', followed by differentiation with

respect to time. Here H(1) Is the Heavislde step function. The seismograms
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produced are approximately those that would result from a source on the axis of

symmetry in a cylindrically symmetric medium.

The corrections above have been suggested in Vidale et l. (1985) and Vidale

and HeImberger (1986), but a further correction has been derived in Stead and

HeImberger (1988) to approximate the anisotropy in geometrical spreading neces-

sary to exactly simulate 3-D wave propagation In a 2-D numerical grid. Below,

we provide physical insight into this correction.

CORRECTION FACTOR FOR EXPLOSIONS IN 2-D

We will show that the amount of energy leaving the source region at an

angle i with the vertical in the 2-D grid may be approximated by the amount of

energy in the point source case multiplied by fsVi'i. The additional V/IiT in

the point source or 3-D solution can be explained in terms of geometrical spread-

ing, as is shown in Figure 1. The energy between takeoff angles i0 and i0 + di 0

for the point source becomes

(27 sin i 0 r) r di0
Ep = 2r •2  -= sin io dio (4)

while for the line-source

2ff r di o

EL - 2r r -- dio (5)

Since energy is proportional to the square of the amplitude we obtain the ViInT

dependence.

If we use an Isotropic explosion as the source in the 2-D model, each arrival

in a record may have a different take-off angle i, but we can only correct for a

constant %/sT . The result is that the vertically traveling energy s emphasized

over horizontally traveling energy In the line source compared to the point source

case. One might ask why not simply multiply the Isotropic source by %/sinT.

Unfortunately, such a source does not satisfy the 2-D elastic wave equation and

will not maintain the 491nT radiation pattern once the energy leaves the source
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region, primarily because the cusp in the %/lT at i = 00 does not satisfy the

2-D elastic wave equation.

The source functions found to be solutions to the 2-D elastic wave equation

have radiation patterns of sin' i cosm i, where n and m ar free parameters.

An isotropic line source explosion, for example, is the solution with n an m = 0,

and the dislocation sources have n + m = 2 (Vidale and Heimberger, 1986;

Helmberger and Vidale, 1988). Also, because of the asymptotic nature of our solu-

tions, the compressional and shear parts of the source separate. The 2-D to 3-D

correction we adopt is to add the compressional component of the horizontally-

directed force term (n - 1 and m = 0) to the isotropic explosive source. This

term is added so that it decreases the amplitude of energy leaving the source

vertically, but leaves unchanged the amplitude of energy leaving the source hor-

izontally.

These two terms can be thought of as the first two terms of a Taylor series

expansion of Vs- T about the point i = 900. Higher order corrections could be

added, but we choose not to, for the following reasons. The first two terms alone

provide a sufficiently accurate solution, but when n or m Is Increased by 1 the

pseudo-near-field terms in the solution grow more prominent by a factor of t,

that s, the asymptotic solution diverges by another factor of t. An isotropic

line-source explosion has a constant pseudo-near-field term, which is analogous to

an explosion In a 3-1) medium, where there may be some permanent deformation

near the source. The compressional component of force described below grows

with time as t, and slip dislocation sources grow with time as 02 (see Vidale and

Helmberger, 1986 Therefore, while the addition of higher-order terms in the

Taylor series would make the source radiation pattern more closely resemble

, it would also add more severe pseudo-near-field terms to the displace-

ment field In the finite difference grid.

The following solutions for a delta function source In a whole-space (see

Stead and Helmberger, 1988). Define
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R
2

To t 2 2  (6)

and

to A H ( -R a) 1(7)

where a Is compressional wave velocity, R Is the absolute distance between the

source and receiver, and t is time. The analytic whole-space expressions for an

Isotropic explosion, that may be used as Internal boundary conditions surround-

Ing a source in a 2-D numerical grid, are

O - t r0 and
WE - -Z ., (8)

where r Is the horizontal component of R, and is positive In the direction of the

receiver, and z is the vertical component of R, and is positive downward. QE

and Wj are the radial and vertical components of displacement.

The expressions for QF and WF for a line-force, which has a sin i radiation

pattern are

QF - a +Tz 2) and

catWF R2 f-. 2, ( z2 + T". .).

Taken together, allowing for arbitrary combination of the terms using the param-

eter kf (force ratio), the result Is

Q~' i[(k,)[Ir) + kf _2tIr2-,r2+zT.) (10)I 2 T.- 2)rz 1o

The time function appropriate for an explosion, the RDP, Is Included by convolu-

tion after propagating the source, Q and W, through the FD grid and extracting

the response, Q and W, at the desired receiver. Thus, the complete expression

for the line source synthetic is
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-- * *I A, (1

where *(t) t *(l-e - KC X1 +Kt +...), and to. has units of volume. The func-

tion I is the Instrument response, and the function A Is the attenuation operator.

This s similar to the moment release expression In Vidale and Helmberger (1988)

-, I -oi 9M~ 1 * I *A, (12)

where M0 is the earthquake moment and p Is the density.

By judiciously mixing the explosive and force terms (varying kj), we can

modify the vertical radiation pattern of the explosion to better mimic A/iT in

the range we desire. Figure 2 shows the radiation patterns that result from using

k- 0, k1 = 0.5 and k = 0.6. These cases are compared with ,/1T and

Isotropic line source radiation patterns. Energy that leaves the source at angles

near i - 900 is not affected by the correction, but energy at angles near i - 00

is markedly affected. The mix of explosion and line-force expressions determines

where in the radiation pattern the source Is most accurate. As seen In Figure 2,

k- - 0.5 is most accurate near i - 00 while kf - 0.8 is less accurate near

i = 900, but more accurate near i = 300. It Is clear from Figure 2 that only

energy leaving the source at positive angles may be modeled with this corrected

source.

As described In Stead and Helmberger (1988), the line source seismograms

are transformed into point source seismograms by:

where Qp and . are horizontal and vertical displacements In cm.

This correction factor will change the relative amplitude of arrivals by the

v/fi7 factor shown In Figure 2. The effect of a k- =-0.5 correction for an

explosion in a half-space Is shown In Figure 3. The corrected FD seismograms
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have Rayleigh waves of larger amplitude relative to the direct compressional

waves than do the uncorrected seismograms, and they agree better with the

seismograms generated by the Cagnalrd method, which Is known to be accurate

(see Apsel and Luco, 1983, for example). The VsI-T corresponds to 47, where

the real part of the horizontal slowness p Is p - rt / R 2 . The correction

Increases the size of the Rayleigh waves because they have a greater horizontal

slowness than the direct compressional waves. The correction becomes more

Important the more nearly vertically the energy is traveling. In modeling short-

period P waves from the Nevada test site, Stead and Helmberger (1988) have

found this correction to be crucial.

APPLICATION TO AN EXPLOSION ON AMCHITKA

We now use the corrected source to Investigate the records of explosions on

Amchitka Island, which is among the Rat Islands group of the Aleutian Islands in

the Pacific ocean. As discussed above, the models in Burdick, et a. (1984), Lay,

Burdick and Helmberger (1984) and Lay, HeImberger and Harkrider (1t84) are

taken here as the best I-D approximations. Burdick, et al. (1984) show that the

records from the explosion MILROW for the stations shown in Figure 4 can be

modeled fairly well with a layered structure. The P-wave crustal model in Table

2 consists of 8 of the 9 layers derived by Burdick, et al. (1984) by fine-tuning the

model proposed by Engdahl (1972). This model predicted the observed P-wave

travel times well, and the S-wave velocit) structure was added in that investiga-

tion to model the Rayleigh wave arrivals. A comparison of synthetics generated

by various methods Including FD and assuming the flat-layered 3urdick model is

discussed In Vidale and Helmberger (1988). We will be interested primarily in

perturbations of this flat-layered structure and the corresponding effects on the

resulting waveforms.

Geologic constraints on the structure are obtained from a report by Orphal

et al. (1970) which displays geologic cros-sections from the blast to the various

stations. Density, shear wave velocity and compressional wave velocity for the
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Amchitka sites can be obtained from well-log information, Perret (1973) and Per-

ret and Breding (1Q72). Figures 5a through 5c show the S-velocity, P-velocity

and density profiles chosen as models of the Amchitka structure. These models

are tested below to evaluate the relative Importance of various features In the

available information about Amchitka structure.

The first experiment tests the effect of smoothing the layer boundaries. This

is accomplished by specifying a gradient region which straddles the original sharp

layer boundary (see Table 3). The results of these trials are shown in Figure 6.

In this figure, the synthetics for both the sharp layer boundaries and gradient

boundaries are compared at two ranges for the events CANNIKIN and MIL-

ROW. The RDP source time function used is that of Helmberger and Hadley

(1981)

4(t ) - *M 1  -K1 (I +Kt +O0.5(Kt)2 -B(KL)3)] (14)

The source for MILROW has K=6, B=1 and *,-=1011, and the source for

CANNTKIN has K-9, B=0.625 and *oo=5.69X10 1 1 , both as determined by

Lay, Helmberger and Harkrider (1Q84). The most obvious effect is a change in

frequency content. This is to be expected; a gradient zone appears 'sharper' to

low-frequency energy than to higher-frequency energy. In fact, the gradients used

in this case are more effective in turning long period energy than sharp boun-

daries, as shown by the larger Rayleigh waves for the CANNIKIN synthetics.

Another effect is that individual reflected phases, and multiples in particular, are

not large and impulsive in the gradient case. This effect is particularly evident

for a phase about 7 seconds after the first arrival on the radial component of the

CANNIKIN synthetics at 20 km. The large arrival for the sharp boundary case

is completely unresolved in the gradient synthetic. The apparent slowness, phase

behavior and timing are consistent with a wide-angle multiple. One would expect

wide-angle reflections and multiples to be affected most strongly by gradational

layer boundaries. Several other similar phases exist for both MILRO\V and

CANNIKIN synthetics at various ranges, although normally they are reduced in
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amplitude by about one-half and resolved for both models. Thus, late multiples

can be greatly reduced In amplitude by gradients, while the direct arrivals and

refractions near the first arrival are virtually unchanged. This is important to

consider since observed seismic boundaries typically have some gradational char-

acter even at sharp geologic boundaries.

A second case we examine is the effect of 'random' media. Observed seismic

structure usually is not constant or smoothly varying with depth on scales as

small as 100 meters. The media parameters are observed to fluctuate about some

smoother large-scale structure. This is evident in the velocity and density logs

taken from the Instrument holes on Amchitka Island (Figures 7a and 7b, adapted

from Perret and Breding, 1972 and Perret, 1973). These structures correlate with

the geology and are likely to be larger horizontally than vertically. To investi-

gate the effect of such variations we add randomness to the upper layers of the

gradient model discussed above (see Table 4). The gradient model is used as a

base to avoid large, perhaps unrealistic variations in the synthetics resulting from

caustics in the sharp-boundary case. The variances are larger (in percent) for the

shallowest layers to allow for some effect of pressure In reducing the amplitude of

variations. The randomness in the model is not as strongly varying as the

observed well-log data, but is a filtered version to demonstrate the effect without

requiring too fine a grid spacing for the FD model. We also permit the horizontal

and vertical aspects to differ, for the reasons stated above. The aspects are essen-

tially the mean anomaly radii in each dimension. The results are shown In Fig-

ure 8, compared to the gradient case. As expected, the random media scatter

high-frequency energy far back into the coda; It is even seen following the arrival

of the Rayleigh wave. The scattering completely obscures later multiples in the

record. This has Interesting Implications for one-dimensional (I-D) models. Fun-

damentally, It means that crustal multiples from sources less than 2 km deep

may not be well-behaved and should not be used to constrain I-D velocity

models. Perhaps late pulses In the near field should not be modeled; this would

be additional justification for the approach of Burdick, et al. (1984), where just
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the first few arrivals and the surface wave are modeled. The information con-

tained in'such coda could determine statistical properties of the medium, but lit-

tie more.

The effect of site material is investigated in Figure 9. Site properties often

vary among stations due to the erosion of fault or fold geometries or the existence

of basins, ridges and other structures. Here, we surround one station with a fast

(hard) material lens 1 km in diameter, and the next station out with a slow (soft)

lens, also 1 km in diameter. Both lenses are tapered somewhat with depth to

mimic the generic forms for the corresponding geologic structures. That is, the

fast lens is wider at its base, and the slow lens is wider at top. The slow material

has compressional wave velocity a - 2.0 km s-l, shear wave velocity Pi = 1.13

km s-z, and density p - 2.3 g cm- s , the fast material has a = 4.5 km s-z, ft =

2.55 km s- 1, and p = 2.7 g cm , and the top of the rest of the layer, which is

200 mejers thick, has a = 3.0 km s -l, B = 1.7 km s-1, and p - 2.5 g cm-3. The

remaining layers are the same as those listed in Table 3.

For both CANNIIUN and MILROW the amplitude at the receiver on the

slow site is a factor of 1.5 larger than at the receiver in the same position in the

plane-layered model. A simple conservation of energy argument, ignoring the

transmission coefficient into the slow layer, would predict an amplification of

(V 2 V/2)/(VI V'pl) - 1.8, where v Is velocity and p s density, subscript 1 refers

to the slow medium and subscript 2 refers to the top layer of the plane-layered

model. When the transmission loss on entering the slow material is considered,

the observed amplification factor agrees with the simple prediction. Another

effect is that the particle motion for MILROW at the slow site (receiver at 7 kin)

Is more vertical than that for the laterally homogeneous case. This Is due to the

greater refraction of the ray due In turn to the greater velocity contrast. Small

reverberations and conversions In the slow media may be seen I to 2 seconds

after the initial pulse. At 15 km for CANNIKIN, the Rayleigh wave is not

amplified as much as the Initial P-wave. This Is most likely due to the relative

frequency content of the waves; the Rayleigh wave (2 second period) samples a
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range of depths much greater than 200 meters and is therefore less affected by

the contrast. At the station on the faster material, the amplitude is smaller by a

factor of 1.2 versus the simple prediction of 1.5, not corrected for transmission.

Thus, the simple prediction does not work well. Other factors, such as focusing,

diffraction, and the free-surface interaction may be important. The direct waves

and longer-period surface waves are unchanged at the ranges of 10 and 12 km

(which are beyond the local station structures), although small scattered shorter-

period phases do enter the records.

The structure between the blast and station MOS (Figure 10) Is approxi-

mated from Orphal et al. (1070). The velocity model below the source is the

same as in the sharp boundary model, and the synthetics are compared to those

of the sharp boundary case in Figure 11. This result is similar to the result of

the previous case in that the waveforms are quite sensitive to the structure where

the rays bottom. The amplitudes differ by up to 50%. About 30% more ampli-

tude, which translates to 70% more energy, is converted into the surface wave by

the structures which dip down away from the source. This tendency of dipping

layers to convert body waves to surface waves is examined In more detail in

Vidale, et al. (1985). Conversely, we note here that layers dipping the opposite

direction convert surface waves to body waves (Stead and Heimberger, 1988).

Shallow structure is seen to affect the amplitude of body waves as well as

surface waves. These effects are difficult to model deterministically because the

structures are poorly known. Derivation of a relatively detailed flat-layered

model with sharp boundaries using ray techniques may help to understand the

wave propagation Involved, but should not be taken to represent the detailed

structure of the earth. Unknown shallow structure may contribute to the misfit

between the synthetic seismograms and the data to be examined below.
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COMPARISON OF VARIOUS STRUCTURE MODELS AND DATA

Now we compare the synthetics for the various cases described above to the

available near-field data. The purpose Is to show which of the various structures

result in the best fit to the data. We choose four stations, two for each event, as

representative of the available data. For MILROW these stations are M01 and

MOO, at 8.0 and 11.5 kin, respectively. For CANNIKIN, we choose MOS and M0

at 15.8 and 18.7 kin, respectively.

Figure 12 shows a comparison of the radial and vertical records from station

MDI for MILROW. These data are compared to the synthetic response at 8 km

for four of the above models: the gradient boundaries, the sharp boundaries, the

faulted geometry and the random media. The first arrival is well-modeled by

both the sharp and gradient boundary cases. This is not surprising, since Bur-

dick, et al. (1984) fine-tuned the sharp boundary model to the data. But, the

longer-period part of the signal, which includes the Rayleigh wave, is best

modeled by the faulted geometry. This station Is not far from the faults

represented in Figure 10, so ne affects of the faults and tilted layers are resolved

in this case. In Figure 13, the station M06 for MILROW shows the same result,

the faulted model most accurately models the data.

The CANNIKIN station MOS is compared to the synthetics in Figure 14.

Here, the gradient model Is the best fitting. From this we Infer that the effect of

the faults on the larger, longer period and more distant source CANNIKIN is not

as strong as that for MILROW. In addition, the effects of sharp boundaries are

clearly not present in the data. Some filtering appears necessary for the other

three cases, perhaps crustal Q is important and would reduce some of the higher

frequencies In the coda. Station MOB for CANNIKIN shows the same result (Fig-

ure 15).
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COMPARISON OF VARIOUS BOMB SOURCES AND DATA

In this section we will show that for the data we are using, structure has

more effect in determining the amplitudes and shaping the waveforms than the

type of RDP used. Several RDP functions have been proposed, but in this sec-

tion we will show that no one source model significantly outperforms the others

for the near-field body and surface waves for the explosion MILROW and CAN-

NEKIN. The source of Heimberger and Hadley (1981) (H-H) was described above,

but the sources of von Seggern and Blandford (1072) (vS-B) and Meuller and

Murphy (1971) (M-M) are also frequently used in the study of explosions.

Von Seggern and Blandford (1972) postulate a source given by

*(t ) - 0 1 - e-K 1+K t - 1(K# t)2) 1(15)

where 4' is the source strength, and K' and B' are corner frequency and

overshoot parameters similar to K and B in the H-H source.

Meuller and Murphy (1971) postulate a source most easily expressed as a

convolution (Barker et al., 1985):

q,(t ) = 4 P(t) * F(t) (16)

where the * indicates convolution and P (t) and F (t) are as follows:

P(t) ((Pos -Poc) C- ' + Poc) H(t) (17)

and

F (t , in (bt) e t

F ~ b (18)

Furthermore,

dynamic cavity pressure Poc 43 C3 p (19)

static cavity pressure Pos - 1.5 p g A (20)

elastic radius 1r = I (h (21)
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yO.2

cavity radius r. C 2 (h/C00) ° 1  (22)

and

a - C4 WO C4 (23)
VP

= ) + 2p (24)
4p

=_W20 (25)

&b - 7 0.25)o5 (26)

The constants C 1 through C 4 are calibration constants dependent on the source

medium and defined as follows

C = 200,000( -A- )2 (27)

C 2 = 1630 E0 62 p-o24 0-.6 7  (28)

C 3 = compaction factor (hard rock 1.0, tuff 0.6) (29)

C 4 W= proportionality factor (tuff 1.5, rhyolite 2.0) (30)

The amplitude calibration, A /Ag, is determined using calibration events (eg:

2.8 for salt, 2.0 for shale and 0.25 for tuff). For the other values In the equations,

Y is the yield in kilotons, h is the source depth, p is the density, V. is the

compremonal wave velocity, E Is Young's modulus, and X and p are Lame's con-

stants. All parameters except the yield are In egs units. The convolution In

Equation 16 Is analytic, resulting In the following expression for the source

pb (aD+a+ a +a)e d sin (bt)- be a' co (bt) + be'J

+ 2+. [at.tin (bt)be" o. (bt)+b]} (31)
62+b 2

78



Although the expression of Equation 16 Is simpler, this expression is often more

convenient in practice.

The parameters used for the three sources are given In Table 5. Those for

the M-M source are determined by local structure, source depth and source size.

The parameters for the other two sources are determined from teleseismic body

and surface waves by Lay, HeImberger and Harkrider (1984).

The three RDP representations are compared In Figure 16. The far-field dis-

placement time functions for the three sources are shown at the top. There is lit-

tie difference between the three traces. The RDP functions are plotted next, and

the level of the permanent offset, 900, Is 1.4 x 1011 for the H-H and vS-B sources

and 2.4 x 1011 for the M-M source. At the bottom are the spectra of the dis-

placement time histories. The spectra are similar except that the M-M source has

a higher long-period level.

The data are compared to FD seismograms computed for the M-M, vS-B,

and H-H sources In Figures 17 and 18. The various source time functions are

convolved with the FD impulse responses to form the seismograms in these

figures.

Figure 17 shows the comparison for MILROW at station M01. Here, the

vertical amplitudes are all within 5% of those for the data, but the fit to the

radial component is not as good. There is little difference between the three RDP

sources. This observation agrees with the spectra In Figure 16, where there is lit-

tle difference between the different sources. Figure 18 shows the comparison for

CANNIKIN at station M05. The amplitudes of the RDP seismograms are within

35% of the those of the data In all cases, and within 20% In every case but one.

Here, there appears to be a slight preference for the M-M formulation.

The fit to the data Is good, but the differences between the synthetics for the

various sources are less than the difference between the data and any of the syn-

thetics. The differences between the data and the synthetics are of the same

order as the differences between the synthetics for different plausible structures.
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In this case, tilting layers which can trap more energy and local receiver effects

which amplify or diminish body-wave arrivals are at least as Important as

differences In the type of RDP. Details of the structure must be better deter-

mined before details of the source time function can be resolved in the near-field.

A final variation on the bomb source Is the Inclusion of possible source asym-

metry. The motivation for Investigating this effect Is large variations in the ratio

of first arrival amplitude to Rayleigh wave amplitude seen In the data, but not

accurately modeled by the various approaches discussed above. Physical condi-

tions which would lead to the formation of asymmetrical cavities are readily pos-

tulated; for example, bedding plane control or rapid vertical changes in material

strength. The Inclusion of asymmetry Is accomplished through modification of

the radiation pattern, similar to the implementation of the correction discussed

above. The correction for an ellipsoidal cavity requires the Introduction of S-

wave radiation at the source. Figure ig is the basis for the development of the

correction: the correction Is quadrupole-like, and for ellipsoidal cavities with a

principle axis oriented vertically, this quadrupole should be well-approximated by
a 450 dip-slip double-couple. We say quadrupole-like because In 3-D the pattern

Is radially symmetric, yet this s Ideal for 2-D simulations. Double-couple sources

are derived and discussed In Helmberger and Vidale (1988). When scaled for

RDP instead of moment, the double-couple may be added linearly to the explo-

sion result to produce the response from any ellipsoidal cavity In a radially-

symmetric medium, cavities ranging from pancakes to pencils. The explosion

result should already 'nclude its correction, with k! set for the appropriate take-

off angles.

The linear combination of the two sources to provide a range of cavities

from pancake to pencil may be expressed as Explosion + e X Double-Couple,

where -1 < e < i. Note that for the pencil case (prolate), we expect a smaller

teleselsmlc P-wave, whereas the pancake shape (oblate) enhances the P-wave. At

near-regional distances the P-waves are affected le, but the surface waves are

strongly affected as displayed In Figures 20 and 21. The e factor Is set at 0.4 In
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these two figures for demonstration. Rayleigh waves are relatively enhanced for

the prolte case. MELROW observations favor the spherical explosion with

perhaps a small prolate correction for some of the stations (eg. M04). The CAN-

NIKIN observations strongly support a prolate correction with respect to the

surface-wave development. However, the estimates are crude, taking into

account the fact that the correction postulated here for ellipsoidal cavities is com-

pletely ad-hoc; it has not been rigorously derived with attention to frequency

dependence, coupling, anelastic material behavior, etc. Nevertheless, we believe

this correction Is a good first-order approach to the asphericity problem and note

that due to Its quadrupole nature, It may be necessary to consider when estimat-

Ing tectonic release.

CONCLUSIONS

The use of two-dimensional finite difference algorithms to understand acous-

tic and elastic wave propagation is a powerful tool. The additional term

described In this paper to correct for the difference between two- and three-

dimensional geometrical spreading significantly improves the accuracy of these

numerical solutions.

Shallow station structure and lateral velocity variations have considerable

effect on the synthetic records computed for the Amchitka blast MILROW. The

velocity structure Is shown to be at least as important as the choice of explosion

time function in computing synthetic ground motion for the near-field velocity

data we examine in this paper. The medium immediately surrounding a station

can greatly affect the amplitude of the observed waves, but estimating media pro-

perties at the stations from amplitude variations alone IS unreliable. When possi-

ble, station structure should be determined in the field, to a depth and radius

from the station consistent with the periods to be observed. Gradational boun-

daries are shown to fit the data better than sharp boundaries. When coupled

with the effects of random media, we find that Impulsive, large-amplitude arrivals

In the coda are not deterministic, and can not be fit to multiples In a medium
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with sharp boundaries. Deterministic 2-D local structure is shown to be impor-

tant for MILROW, where faults near the stations are shown to affect the surface

waves.

Source asymmetry strongly affects the near-field surface waves. Such asym-

metry can be modeled as the addition of a quadrupole response to the explosion

response. The pancake (oblate cavity) case tends to reduce surface waves while

the prolate contribution tends to enhance surface waves. CANNIN favors a

substantial prolate contribution, and thus, smaller teleseismic mb and larger local

surface waves. A characteristic change in cavity shape from spherical to prolate

(elongated vertically) for larger events could explain the change of slope in the

m6 yield curves.
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Table 1. Layer over halfspace model

VP V p layer thickness

km -1 km a- 1 gcm- km

6.2 3.5 2.7 32.0

8.2 4.5 8.4 Co

Model Identical to that of Apse] and Luco (1983).
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Table 2. Properties of sharp boundary model

Key VP Ve p layer thickness

km s- 1 km s- 1 g cm 43 m

A 3.0 1.7 2.5 20

B 3.7 1.9 2.5 650

C 4.2 2.0 2.5 575

D 4.7 2.0 2.5 525

E 4.9 2.1 2.55 600

F 5.35 3.1 2.55 500

G 5.5 3.2 2.6 6950

H 6.9 4.0 2.8 00

The letters in the Key column are used in Figure 12.
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Table 3. Properties of gradient boundary model

VP Vs  p layer thickness

km s-  km 0-  gcm4  m

3.0 1.7 2.5 100

* 2.5 200

3.7 1.9 2.5 350

9 £ 2.5 375

4.2 2.0 2.5 225

9 2.0 2.5 375

4.7 2.0 2.5 125

5 9 5 375

4.9 2.1 2.55 250

9 g 2.55 375

5.35 3.1 2.55 125

5 5 9 375

5.5 3.2 2.6 4250

5 5 9 5000

6.9 4.0 2.8 00

"- - linear gradient across layer
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- Table 4. Properties of random media model

VpV 8  p Vp horizontal vertical layer

variance aspect aspect thickness

kms m S7 gcm- km s -l  m m km

3.0 1.7 2.5 0.4 125 20 100

3.3 1.8 2.5 0.35 188 30 200

3.7 1.9 2.5 0.3 250 50 350

3.9 1.95 2.5 0.25 250 50 375

4.2 2.0 2.5 0.25 375 50 225

4.4 2.0 2.5 0.25 375 50 375

4.7 2.0 2.5 0.25 500 50 125

4.8 2.05 2.5 0.25 500 50 375

4.9 2.1 2.55 250

g g 2.55 375

5.35 3.1 2.55 125

g g g 375

5.5 3.2 2.6 4250

g g g 5000

6.9 4.0 2.8 00

g linear gradient across layer
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Table 5. RDP parameters

HeImberger and Hadley (1Q81) source

K - 8.0 s-l

B- 1.0

too 1.4 x 1011

Von Seggern and Blandford (1972) source

K' - 5.2 s-1

B' =2.5

too 1.4 x 10"

Meuller and Murphy (1971) source

Yield = 1000 Kt

h - 1200 m

VP; 3.4 km/sec

V. 1.7 km/sec

p -= 2.1 g/cm3

89



Table 6. RDP parameters

Factor MILROW CANNIIUN

Heiberger and Hadley (1981) source

K (a'1) 9.0 6.0

B 1.0 0.625

*,(cms) 1.0 x 10"l 6.69 x 10l1

Von Seggern and Blandford (1972) source

K' s')9.0 6.0

B! 1.0 0.625

'',(cm 3) 1.0 x 1011 5.69 x 10l1

Meuller and Murphy (1971) source

Yield (Kt) 1000 5000

h (in) 1125 1725

V. (kmi sa) 4.2 4.7

V. (km sr') 2.0 2.0

P (g cm43) 2.5 2.5

A/Acw 2.0 2.0

Comp. factor 0.8 0.8

Prop. factor 2.0 2.0

See text for detailed explanation of factors.

90



FIGURE CAPTIONS

Figure I Diagrams showing energy with takeoff angle i in the range i0 < i < i0 + di
for a point source and for a line source. The energy varies as sin i0 for the point source case
but does not vary as a function of i for the line source case.

Figure 2 Comparison of radiation pattern for corrected and uncorrected line sources.
The horizontal line shows the isotropic radiation pattern which results from an uncorrected
explosive line source. The VoGI curve shows the best radiation pattern to simulate an explo-
sive point source. The two sinusoidal curves show the result of mixing a line source force
with a line source explosion with ksubf-0.5 and ksubf-0.6 (50/50 mix and 60/40 mix,
respectively). The mixed sources are meant to be accurate in the range i - +20* to +160 °.

Figure & Comparison between uncorrected and corrected FD seismograms and ana-
lytic Cagnaird seismograms for an explosive point source in a half-space. The receiver is at a
range 30 times the source depth to allow for the development of a Rayleigh wave that is large
compared to the direct P-wave. The amplitude scale is the same for all the radial and all the
vertical traces, but different between the radial and vertical components.

Figure 4 Location of the Amchitka nuclear tests and the near-field strong motion
instruments deployed to record them.

Figure 5 a) S-velocity profiles used for finite difference simulations. Three cases are
shown: fiat layers with sharp boundaries (sharp), gradient boundaries (gradient) and random
media (random). The profile for sharp boundaries is located correctly along the velocity axis,
all other profiles have been shifted 1.0 and 2.0 km/s for clarity. These models are also
described in Tables 2, 3 and 4. Two profiles, A and B are shown for the random media to
show the variation horizontally as well as vertically; the two profiles are 12 km apart horizon-
tally. b) P-velocity profiles used. The gradient and random media curves have been shifted
2.0 km/s relative to the sharp boundary profile. e) Density profiles used. The curves have
been shifted 0.2 g/cm4 relative to the sharp boundary profile.

Figure 8 Comparison of finite difference simulations for sharp and gradient boun-
daries. Models are described in Figure 5 and Tables 2 and S. Depths and RDP sources (H-H)
are appropriate for MILROW and CANNIKIN, respectively. Ranges (given in center) are
consistent with available data. Amplitudes are in cm/s.

Figure 7 a) P-velocity profiles showing well-log data from Perret and Breding (1972),
and Perret (1973). The heavy solid line is the sharp boundary model and is correctly located
in velocity. The dashed line is the random model used for the simulation, shifted 2.0 km/s.
The light lines are the observed profiles for CANNrIKN and MILROW, shifted 2.0 and 5.0
km/a, respectively. b) Corresponding density profiles. Dashed line and light line are shifted
0.4 and 0.75 g/cm, respectively. Only CANNIKIN density log is available.

Figure Comparison of finite difference simulations for random and gradient models.
Models are described in Figure 5 and Tables 3 and 4. Depths and RDP sources (H-H) are
appropriate for MILROW and CANNIKIN, respectively. Ranges (given in center) are con-
sistent with available data. Amplitudes are in cm/s.
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Figure Comparison of finite difference simulations for fast and slow sites n the
gradient model, and the original gradient model. See text for description of fast and slow
sites. Depths and RDP sources (H-H) are appropriate for MILROW and CANNIKN, respec-
tively. Ranges (given in center) ae consistent with available data. Amplitudes are in cm/s.

Figure 10 Diagram of the faulted model. The distances are in km. The fault locs,
tions and offsets are taken from Orphal, et al. (1071), for the MILROW - M05 cross-section.
The base model is the sharp boundary model described in Figure 5 and Table 2, and the
letters ar keyed to Table 2. The vertical fault offsets are added to the sharp boundary
model. The dip of the layers in the region of the sources incorporates the finding of Burdick,
et al. (1984) that the structure above the sources is slightly different for CANNIN and ML-
ROW.

Figure 11 Comparison of finite difference simulations for faulted and sharp boundary
models. The sharp boundary model is described in Figure 5 and Tables 2. The faulted model
is described in Figure 10. Depths and RDP sources (H-H) are appropriate for MILROW and
CANNIKIN, respectively. Ranges (given in center) are consistent with available data.
Amplitudes are in cm/s.

Fi re 12 Comparison of data to four of the models previously described (Figures 6,
8, 0 and 11). Data is for station Mvd01 for MILROW, at a range of 8.0 km. The synthetics are
all at a range of 8.0 km. Amplitudes are in cm/s.

FIgure 18 Comparison of data to four of the models previously described (Figures 6,
8, 9 and 11). Data is for station M06 for MILROW, at a range of 11.5 km. The synthetics
are all at a range of 12.0 km. Amplitudes are in cm/s.

Fig.re 14 Comparison of data to four of the models previously described (Figures 6,
8, 9 and 11). Data is for station M05 for CANNIKIN, at a range of 15.8 km. The synthetics
are all at a range of 16.0 km. Amplitudes are in cm/s.

Figure 15 Comparison of data to four of the models previously described (Figures 6,
8, 9 and 11). Data is for station M0O for CANNIKIN, at a range of 18.7 km. The synthetics
are all at a range of 19.0 km. Amplitudes are in cm/s.

Figure 10 Comparisons of the Helmberger-Hadley, Meuller-Murphy, and von
Seggern-Blandford RDP functions. The top graph shows the time derivative of the RDP,
which is the far-field displacement time function for the 3 sources. The next graph shows the
RDP's of the 3 sources. The long-period asymptote of the RDP is the t. of the source. The
bottom graph shows the amplitude spectra of the far-field displacement time functions for the
3 sources. The parameters used for these RDP functions are listed in Table 5.

Figur 17 Comparison of the Meuller-Murphy, von Seggern-Blandford and
Helmberger-Hadley RDP functions used with the gradient boundary model (Table 3). Ampli-
tudes are in cm/s. The parameters used in the RDP functions are listed in Table 6.

Figure 18 Comparison of the Meuller-Murpby, Yon Seggern-Blandford and
Helmberger-Hadley RDP functions used with the gradient boundary model (Table 3). Ampli-
tudes are in em/s. The parameters used in the RDP functions are listed in Table 6.
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Figure 10 Development of a quadrupole correction for cavity asphericity. Cavity on
left is ellipsoidal, with the long axis vertical. The arrow on the inside of the cavity represents
the pressure acting on the cavity wall. This pressure will radiate both P- and S-wave energy,
as partitioned along and normal to the propagation direction. The resultant radiation pat-
terns are shown immediately to the right of the cavity. The P-wave pattern is elongate hor-
isontally, becaue the increased radius of cavity curvature will amplify the P-wave energy,
while decreased radius of curvature will diminish it. This result is further partitioned into an
explosion and a quadrupole. The site of the explosion should be that for a spherical cavity of
the same met volume as the ellipsoidal cavity. The quadrupole is added to this in varying
amounts, dependent on the amount of asphericity.

Figure 30 Comparison of synthetics for a spherical and aspherical cavity explosions
(labeled Explosion, Prolate and Oblate) to data from MILROW. The prolate and oblate cav-
ity synthetics are made with a quadrupole correction for asphericity, both fixed at a 40% con-
tribution. Synthetics for all sources are scaled equivalently. Amplitudes are in cm/s. Both
radial (R) and vertical (V) components are shown. The synthetics have been Altered with a
T" - 0.05 operator and detrended to remove an exponential with time artifact of the higher-
order terms of the asymptotic source expansion.

Figure 21 Comparison of synthetics for a spherical and aspherical cavity explosions
(labeled Explosion, Prolate and Oblate) to data from CANNIKIN. Only radial components
are shown. Compare Figure 20 (MILROW). Scaling and filtering of these synthetics are the
same as in Figure 20.
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THEORETICAL RAYLEIGH AND LOVE WAVES

FROM AN EXPLOSION IN PRESTRESSED

SOURCE REGIONS

BY D. G. EARKIUDER, J. L. STEVENS, AND C. B. ARCRAMBEAU

ABSTRACT

Expressions and synthetics for Rayleigh and Love waves generated by
various tectonic release model are presented. The multipole formulas are
given In terms of the stengths and time functions of the source potentials.
This form of the Rayleigh and Love wave expressions is convenient for
separating the contribution to the Rayleigh wave due to the compressional
and shear wave source radiation and the contribution of the upgoing and
downgolng source radiation for both Rayleigh and Love waves. Because of
the ease of using diferent compreslon and shear wave source time fmnc-
tions, these formula are especialy suited for sources for which second and
higher degree moment tensors aft needed to describe the source, such as
the Initial value cavity release problem.

A frequently used model of tectoni release is a double couple superim-
posed on an explosion. Eventually we will compare synthetics of this and
more realistic models In order to determine for what dimensions of the tec-
tonic release model this assumption is valid and whether the Rayleigh
wave is most sensitive to the compressional or shear wave source history.
The pure shoar cavity release model is a double couple with separate P
wave and S wave source histories The time sales are proportional to the
source region's dimension and differ by their respective body wave veloci-
ties. Thus, a convenient way to model the effect of differing shot point
velocities and source dimensions Is to run a suite of double couple time his-
tory calculations for the P wave and SV wave sources separately and then
sum the diffrent combinations.

One of the more interesting results from this analsis is that the wel
known effect of vanishing Rayleigh wave amplitude as a vertical or hor-
Isontal dip slip double couple model approaches the tree surface is due to
the destructive Interference between the P wave and SV wave generated
Rayleigh waves. The Individual Rayleigh wave amplitudes, unlike the SH
generated Love waves, ae comparable in else to those from other double
couple orintalons. This has important Implications to the modeling of
Rayleigh waves from shadow dip slip fault models. Also, the P wave radil-
tion fom double eouple sources is a mors efficient generator of Rayleigh
waves than the associated SV wave or the P wave from explosion. The
latter Is probably due to the vertical radiation pattern or amplitude vari.
tion over the wave front. This effect should be similar to that of the
interaction of wave fot curature with the free surface.
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INTRODUCTION

A frequently used model of tectonic release from underground nuclear explosions is a

double couple superimposed on an explosion. For a point double couple, the time histories

for the source comprasional (P) and shear (S) waves are identical. For more realistic

models of tectonic release such as the formation of a cavity in a pure shear feld, the source

radiation pattern is identical to a double couple but the P- and S- wave source histories

differ. We restrict tectonic release to explosion induced volume relaxation sources in a

prestrssed medium and do not consider earthquake triggering by an explosion. For a

spherical cavity, the P- and S- wave time scales are roughly proportional to the cavity

dimensions and differ by their respective body wave velocities. We will show that Rayleigh

waves excited by the source P-waves are almost completely out of phase with the S-wave

generated Rayleigh waves and thus this difference in source time histories may in some

cases be important.

We present expressions and synthetics for Rayleigh and Love waves generated by

various tectonic release models. The multipole formulas are given in terms of the stengths

and time functions of the source potentials. This form of the Rayleigh and Love wave

expressions is convenient for separating the contribution to the Rayleigh wave due to the

P- and S-wave source radiation and the contribution of the upgoing and downgoing source

radiation for both Rayleigh and Love waves. Because of the ease of using different

compression and shear wave source time functions, these formula are especialy suited for

sources for which second and higher degree moment tensors are needed to describe the

source, such as the initial value cavity release problem.

In 1964 Haskell and Harkrider presented formulations for sources and receivers in

multilayered isotropic halfspaces. The formulations were for general point sources which

were simplified for particular sources. Haskell gave the results for point forces, dipoles,

couples, double couples and explosions. Harkrider gave expressions for the surface waves

from explosions and Green's functions, ie. point forces. Both formulations used propagator
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matrices for homogeneous isotropic layers. Ben-Menshem and Harkrider (1964) extended

the far field results of Harkrider (1964) to couples and double couples of arbitrary orienta-

tion.

Other than the source investigated the basic difference between the results was that

Haskell propagted from the source up to the free surface, while Harkrider obtained the

source and receiver depth efects in term of layer propagators from the surface down to

the source as well as the receiver in order to demonstrate reciprocity. To obtain the latter

result Harkrider used inverses for the homogeneous layer propagators which formed a

group, ie. the inverse of the product of two layer propagator matrices was related in the

same way to the elements of the product as the inverse of each layer matrix was to the ele-

ments of the homogeneous matrix. This is not true for the homogeneous layer inverse

which is produced by replacing the layer thickness with the negative layer thickness. Each

formulation has advantages. Harkrider (1970) reduced the numerical problems of his for-

mulation by evaluating his expressions using the compound matrix relations of Dun-

kin(1965) and Gilbert and Backus (1966). Further numerical improvements to layer matrix

methods can be found in Kind and Odom (1983).

Hudson(1969) extended the formulation of Haskell(1964) to propagators for isotropic

vertically inhomogeneous velocity and density structures. Since Haskell's formulation did

not use inverse propagators this was relatively straightforward. Douglas, etal(1971) used

reciprocity relations with Hudson's formulation to obtain the vertically inhomgeneous

rsults for erplosions equivalent to Harkrider's multilayer result. It was not until the mid-

dle 1970's that Woodhouse (1974) showed that this inverse was true for the more general

isotropic inhomogeneous haltpace.

Ben-Menshem and Singh (1968) presented a formulation using multipolar expansions

of the displacement Hansen vectors. We use a similar multipolar expansion of the scalar

potentials for P, SV and SH waves. Since numerical finite difference simulations of complex

source or source region radiation routinely use the divergence and curl of the displacement
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field to separate P- and S-wave radiation and since these are easily related to P- and S-

wave potentials, this type of expansion was a natural one for this class of problem. This

was the original motivation for using potential expansions (Bache and Harkrider, 1976).

In addition, it allowed us to use the theoretical results of Harkrider (1964) for Rayleigh

and Love wave in multilayered media by means of a trivial generalization. For theoretical

problems, the choice between multipolar expansion of Hansen vectors and potentials is a

matter of convenience. In fact, we use the Hansen vector representation of the displace-

ment field for a cavity initiated tectonic release as our fundamental source and then con-

vert it into potentials.

This formulation, either in preliminary drafts of this manuscript or as a part of

techwcal reports, has been referenced and/or used by Bache and Harkrider (1976), Bache

etal (1978), Harkrider (1981), and Stevens (1982). The prestress fields discussed in this

paper are restricted to homogeneous pure shear fields. More complicated cases can be found

in Stevens (1982).

In the next section we present the displacement fields and potentials for the tectonic

release source and the various approximations to it which have appeared in the literature

including the point double couple. In addition we give the displacements and potentials for

the explosion model corresponding to a step prmsure applied to a spherical cavity. The

sources are discussed in terms of their equivalent moment tensor forms and we presents

illustrative comparisons of their far field time functions. In the following sections we

present the multipole extension to Harkrider (1964) and then evalute it to obtain surface

wave expressions for the sources mentioned above and also the second order moment ten-

sor for comparison with Mendiguren (1975). Finally we calculate Rayleigh and Love wave

eismograms for canonical orientations of the pure shear stress field (Harkrider, 1977) and

discus them in terms of their P- and S-wave excitation.
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TECTONIC RELEASE SOURCE MODELS

The tectonic release source model used in this paper is the instantaneous creation of

a spherical cavity of radius R0 in the presence of pure shear, 42, at infinity. Details on

the behavior and the literature of this and other tectonic release sources can be found in

Stevens (190). The form of the solution used here and the notation is from Ben-

Menahem and Singh (1981, p228).. ....

G(x,w) - - W4(k.R) + PA N(k#R) (1)

where the Hansen vectors are

I.(k,&RR) pal + Agr(kiR
L -d(A.) (Fw)-

(2)

Nj&k,)a -r6 (kR) 2 + Id(kR) + (kR)j

and the vector spherical harmonic are

m*- PI (mat) sn2* eR

(3)

V8 04 2 Pi (cost) sin2# s + P11 (cost) eo20.

The coeficients are given by

(4)

where

Fls4f) [(- 1) AC) + T-fi. (C)

(1)
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FigoC) - [ (1-1) - 1 [(-T] Jew(C + IN (f)

&I - 21(1+1) Fj.#(kRo) Fa,1(k.Ro) - Falu(k#Ro) Fi5.(k.Ro)

and

In Oaaistm coordinates, the Hamme veston awe given by

L&Jk.R) - -LV [1I?(k.R) PI(cof) hin24]

and(6

NA~(k,R) -L V [1I(kR) P22 (coeD) sin2] + 6 II*(kR) PI (o) (sinO el + COB* 02)
k,

Using the Wolowing relaions

9'A --ik2 01 (k,R) Pil(cout) coo#

whern

A, Nop(k. R)

we have

mnd we emn write the cartesion oompomemt. of displacement s

Edx~eK) SsA K - . #SAO'e 3  k,2.L~+ A j (9)
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where

K.-

and (10)
Kp M

This solution in spedial moment tensor form is

[(,W Mn UJ2+4I+ 12m ff...I ]  (11)

where the moment tensor components are

M1I2 (W) - M?3i (W)

- 4 pt f (12)

k1112 (40) - Mw2212 M - RM (10

. 4w pw (K. !-2 (13)

ince

f + k. k#2 B (14)

and

U~ (w) 0 + Gj%2 +44zSIVS2

I h:o A (15)
49Wp * 91zOj2

and

41r SAOS4 22 __ a

Ihus the lowest rank of moment tmaor, which this source can be expresed as, is a second

rank plus a fourth rank moment tensor (David Oole, personal communication, 1982).
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From Ben-Menahem and Singh (1981), as w-0O

o + )IR (17)
ks W-" 4w pw (7-5c) (1-2)

where is Poimon's ratio. Substituting this limit, we have

-. - 0 Ti r R0 (1-) (18)
ow (7-5w)

From the definition of scalar moment

MO- liM (iW 1 2M) - 209 TIT RO5 (~ (19)
(7-5a)

which is the same result obtained from the approximate solutions to this problem given by

Randall (1966) and Archambeau (1972) (Aki and Tsai 1972, Randall 1973, Harkrider

1076),

Minster and Suteau 1977, Minster 1979)

Also

1 p7 (7 -" 120+ 2 ---- (20)

and

i7,l,2(()- -i 4Swpe' { p

- -- 24 v-,2 Ro6 (1-) (21)

,w (1-2wX7-5o,)

This higher order moment tensor eomplefty is simply due to the P wave time his-

tory being different than the S wave. This difference in time histories is not unusal and is

typicaly due to source finitnesm as here. Because of the source volume symmetry, it is not

a function of takeoff angle and muth sch is in the cae of fault plane directivity. We

can keep the double couple and more generally the second order moment tensor formula-

tion if we separate the Green's function into its P wave and S wave contributions and

define separate P and S wave moment tensor components. For this cas UWI)(w) and

123



• $dWw) respectivey where

-a~ i 4'iP" zSsz

and (22)

as in equation (12), with am er frequencies

aen (7-5u 1 ).

and

p (750) 1

and their respective whole space Green's functions

and (23)

For the elastic whole space, this is trivial. This Green's function separation can also be

done for a vertically homogeneous halfspsce using the the multipole potential formulation

of the niet sections.

We could obtain the desired source description in terms of the scalar comprsion

potental,, and the showr rotation vector potentials, iiby the following operations:

and (24)

vxu(xw)

an the displacement inprinloms, equation (1), aswas done for the seod rank seismic

moment tensor in APPEN)X C
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But equations (1) and (2) are already in the form of the general quadrupole of Haz-

krider (1976)

Ex-5 in si2 # J,,d±-f2'(kDRK +I 1 R 3Kflinfl R g:5.IS R I

Comparing equation (25) with equations (49) and (50) of Harkrider (1976), we can write

down the cartesian displacement potentials (Harkrider,1976, equation (47)) for this class of

source as

;F - K. sin28 sin2# 922)(k.R)

'iFs -Kqcost sint cos# IP2(kkR)

(26)

T, m-K,,eosint sin# 0(kR)

-- K~ uin29 cos2O IP2(kR)

or

P.2 ~(cogo) ain2# IP~(k.R)

3

;F. ff LP2(WO) 0060 1I)(kR)

3

(27)

*s - 3PI(cs) cod* 02(ktR)

For a pure shear dislocation or double couple fault model (Harkrider,1976)

K. - -i j?(w)k8
4rp2

1.25



For the diulocation slip history, we ue the Ohnaka (1973) eiwquare model' (Aki 1967),

which i the minimum phase ' .quare model'. In terms of moment history it is given by

(W) - kMoi a (kr+iZ)r

with corner frequency

1
2o

and

K. MO 1 j k2 (28)
0.4-oP 1 (kr+iw)

For ioth P and S waves the far field rise time is given by To - 1/kr

For the Randall-Archambeau appriaimate tectonic release model (Harkrider, 1976),

after correcting a sign error in the stres definition,

K Mm ' D(kRo)

where Mo is given by equation (19) and

D(z) CO s -

with corner frequencies

f(P).. YL

and

2wrRo

For the teetic Mleme muress, the far-field rise time for P and S are given by

7V- Ral and 72m-RD/P rspectively.

The time historia of cpluio s are nsully =prumed in tarus of their reduced dis-

placement potentials *(t) which is implicity ddned by the explosions linear displacement

radiatxio Seld as
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o *(t - R/0)
- DR R

Since

we have

]For consitancy with the second order moment tensor, we have

-(W - -M22 193

- 4apa I(w)

We will only consider two explosion time histories

i?(W) -. (31)

and

Mo e(k[ Ro - R) (32)8 w)- [(-- - kR2/

where

#- tan- k.Ro

(I- k#2'Ro/41

with corner frequency

which ccsponds to a step presure applied to the walls of a cavity of radius R0 .

In Figure 1, we show the far-eld radial (P) and tangential (S) displacement time

histories for the aket tectonic cavity release, for the Randall-Archambeau approximate

cavity release, and for the 'W-square' double couple model. The cavity radius is the same

for the rst two models and the P and S rise times for the double ouple are chsm to be
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the same as the cavity release S rise times. This is more evident in Figure 2 where we sbow

the corresponding P- and S-wave velocity fields. The moment is the same for all the

sources. The S-wave velocity fields for the cavity release and the double couple are very

similar. The basic difference is In the time duration and amplitude of their P-wave fields.

In Figure 3, we compare the P- and S-wave displacement felds in detail for these three

sources by overlaying them and having the same moment for each comparison. The

moments for the P-waves are ester than the S-waves inorder to better display the

differences in wave form.

In Figure 4, we compare the P-wave, ie. radial, displacement and velocity fields for

the tectonic cavity release and the cavity step presure explosion for the same moment and

cavity radius. The time histories are quite similar with the basic difference being the dis-

tortion or bump on the cavity release time history which corresponds in arrival time to a

Rayleigh wave traveling around the cavity. The far field displacement spectra for all four

sources are shown in Figure 6 with their corresponding comer frequencies.
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AN ELABTODYNAWO SOURCE IN A VERTICALLY INHOMOGENEOUS

HALF-SPACE FORMIULATION

An our source in a locally homogeneous region, we take the slightly modified elasto-

dynamic source form of Archambeau (1968).

1.t -. t ( A. an w#+B sin as Q P.(0060) h(.R)

(33)

TI, E (OIL)cos m#+DW inm ) P.Ocs) h~kkR)

where T. and 'I~~am the Fourier-time transformed compressional and Cartesian shear

potentials 0i-1, 2 and 3) respectively. In order to erpress these potentials in terms of the

separable solutions to the Helmholtz equation in cylindrical coordinates, we use the

Erde'lyi intepal ( Harkrider, 1976, Ben-Menahem and Singh, 1981).

h?(k, R) P.'(coaf) )- S !.L r jg(-z)] f P5.-{i/k.) F.J.(kr) kUk (34)

where

F, k exp(-W,. 18-A 1)

i.

em h - i(k - k.3) k > k,

p; (e)*(-c'/ I ) (CAPI )

Ybeisithe ar0, * cmrinofAmr veociyepectivly ad (r, ) .(0,h)sthe

souree loi.
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Making use of this relation, we can rewrite equations (33) as

0-0
. co = 1 + f. inam #) F .1 ( 1dk (35b)

MMO 0

where

B..--E .L! -(" .(A-:)] B. F0 (0.1 k.) (36)

ff.) 2 - I!.L(")-" ! .,-A-,)1" "DB. P- {i 0/k ()'
0I

p

Next we obtain expressions for the cylindrical SV potential, f, and the cylindrical SH

potential, x, which are convenient potentials for our cylindrical coordinate system, in

terms of Cartesian SV and SH potentials given in equation (35). The vertical dislacement

imteprand, w, of its k integral is related to the compreuional and Cartesian SV potential

inteprands by

(37)

and in terms of the compresional and SV potential integrands by

;.±+ k'; (38)

which by inspection yields the relation

.I A.-39(a)

Fmom Harrider (1976), the intqgrands of the cylindrical and Cartesian SH potential are
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related by

Performing the above operation and comparing with the cylindrical SV potential

o

f (l* i f(Em os W+ A, sin M) F# J(kr) A (40)

we obtain the following relation between coeficients s derived in Appendix A.

2kf., - +n - J+n. ) -(f.1 B )

where

-(,) and BAY) are sero for m > a

and in addition

and

F0 -o.

For the cylindrical SH potential, we have using equation (39b)

!L' (a.3 cos m #+DNSin m ) J. (kr) A 41
0

The cYlindrica source potntis given by quatioms (35), (40), and (41) may now be

substituted into the multilayer formulation by Harkrider (1964). But amrst we note that

altdMtiDg terms in the infinite sMim in eqations (36) are of opposite sign depeding on

where s is greater or leser than h. We separate the series such that

X. - +X:(42)

where the e superscript dmote a new series made up of the team with m + n even and

the o, aseries formed by teS with m + n odd. A similarseparation is done for the
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other source coefficients. The new coefficients have the following property

(,> k)-.(, < k)

and

> A) -- ( < A) (43)

Defining

Su. -6 Cos M# + S min M#

OW.-ei.4 cosm() +6 sin M#

Sz. k.9- cos ,n# + Ar. si M# (44)

IX. r r. am bri. sin fSy. - 6 cos M# + 6 sin M#

by. - L. Cos M# + rL. si M4

and comparing our source potential relations with equations (30) and (37) in Harkrider

(1964), we obtain is
6[. .u2k2 i k K I

C Lre

L-i ro

S( U.Ss  + 01L-

&r.0 'P . [20 (7- 1 1) '  K.,-~r (45)

r'm"p-'2 ' [(7 -1) -  A.
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&. - 2pc'k -' - e2(1 Z

I"-;64.- 2c~k [- (.yk;

&L. - -- ,2p Ui8).

&.- - i 2kO2 ff.()c

where

and where we have used the following relations between coeficients representing the down-

going and upgoing source radiation or the strength of the source potentials just below and

above the source

A more modern notation would be to use D for downgoing and U for upgoing instead of

the + and - notation of Harkrider (1964).

Following Harkrider (1964) we obtain as our integral solution for the vertical dis-

placement at the surface of our inhomogensous half-space

R13[A 1. + R121B].~ + RsaZ.J
-0 0 F(kr) k (46)

where

F. - -R,- [TIR 12

[T) - [°a ]
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A).- 4Aw). SU. + (Ass).s 6W. - (Apj)g 52. + (Alts)la Y.

[B]. - [ (Ats)a OU. - (A 5s)a4 OW. + (As)22 SZ. - (Aks)12 6X. J (47)

and

Z.- -(Aas)tl W.m + (A~)s1 OW. - (AjvS)M 4 + +(Airs),,

(For symbos used without definition here, refer to Harkrider (1964), (1970) and Harkrider

and Flinn (1970).

The matrix AReS as defined in Harkrider (1964) is the layer product matrix which

gives the displacement-stres vector amociated with P-SV motion at source depth in terms

of the surface displacemenVstres vector. The integral solution given by equation (47) is

also valid for a vertically inhomogeneous half-space where AmS is the propagator matrix of

the P-SV displacement stres vector from the surface down to the source depth, h ,i.e.,

Ars - A(A) and AR - A,(:r.- 1). The only restriction on this form of the solution is

that at some depth the media is terminated by a homogeneous half-space commencing at

depth re-,

The surface azimuthal displacement due to SH waves is given by

0o

0 FL d(kr) k (4)

where

FL -(A,, - (Al.),I pti~

FL1

and

The A is the propagaor matrix for the displacement stram vector associated with SH
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motion down from the surface to the source depth, h. AL is the propagator matrix from

the surface down to the depth at which the terminating homogeneoushaif-space begins

with elastic properties denoted by subscript I ,.e., Ais - AL(A) and AL -AL(z,_-).

Evaluating the residue contributions of equations (46) and (48), in order to obtain

the uaface displacements due to Rayleigh and Love waves respectively, yields

{I WAR -i -- A& f {-"U. j g(A)-SW. -L E()+6Z.(A)-i$X.V(A)}.

H."')(k.r)

-(51)

where

S [( , = 1 (51)

where

JJ" - 1 fff [( f + W"A)' dZ

0

if'}" ~Sy "- (10 -'  O ]. A-V. i WL( 00 dH. (kl r)

(AL )( ,4J ,) , ( -O L

or
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- 2 LUt (52)

where

I - p(F Lr d,

and the con"POndence betwee the Saito (1967) and Haskel (Harkrider,1964, 1970) notw.-

tios for the eigenfunctions or the homogeneous i.e. no source, displacement-strew vector

eompoat evaluated at the rmidue eigenvalues i given by

FaI'(n (A ) ]m(Aas~ [!V, + (ARS) + (Ats1 IT]

-(Acj, .;+ (At)2 -. (Ajs). - (IT*]t
F2" (A) kit ~ kR (Aits) 1  + (Airs); + (Airs),3 IT*] (53)

1 (i)- 1"-( r I.. , '(A it
VF'(" - j - Rh so [ t -'-k, (A.1s): LP] + (A,,).2 - (Ajts)3 IT*]

I() . (h) 1 'm(A,)

ja' (A) -m kL IL k As

and

i/c - iks

Using equations (45) the solutions can be written a

(61 )a m40j A& (K kALj R'+- M4 - NtJ~ (54)

and

{WL }= -2r# , I xtL(,) - -K FL(A)} (55)
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where

2v. - i so5. "= 8 5

4 M, - :( -) VrA -F't
N, - -'1,) - , '(A)

I -t S~ @am+ F-? i m dH(k ,,)2,ot R d .

and the o sulpeucripted variable de~ned silarly. The elastic parameters p and pe which

appear in all the previous equatios, except inside of integrals, ai for the media at source

depth hs.
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SURFACE WAVES

In order to demonstrate the utility of this formulation once the multipole coefficienta

of the potentials have been determined, we first obtain surface wave expressions for a

second order moment tensor.

The cylindrical coefficients for & second order moment tensor are (Appendix C and

equations (57))

- 41 M I + M + (A -+ k ) M 3 2 H (k. r)

+ 4 I [(M. - M11  " cos2# - 2j, sin2#J2)(kr)

-i (k, -2 k) H')(Rr (58)

SfL

RtJ 41r-. 2 .I(&f.I + M2 -2MM) Hi42 )(kR r

+ jt - ) w-e 2 - M hin] 1 H2((ka r)}

X! ±Lk1 [2A?19 ca jdHI)sn 0 2(kkr)
2

X:-- -cs#- Usn [(d1- O )- +' t in l )( ,} (59)r

4vpW kj. IRS1dr

Substituting these generalized cylindrical potential eoelicients into equation (64), we have

-i~rikatA& 0,' ( A, + Ma + M") K - + M- BIHo)( r

+ Mca -+MU Sin+ # aan2IHSO (k(59

where
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A -L"(k)

B ( -4 (A)+ (A)

and
-

From equation (55), we obtain

" . ± A,. FILM [,. e2 + I(L r .. _ in 2# 2 (kL r)

-k -d-a~A(uo~A7ai~ u(kr } (60)

The far field forms of the above displacement fields are identical with Mendiguren (1975).

For a general quadrupole seismic source of arbitrary orientation (Appendix B and

equations (57))

- 4 p w2 { N + 2v.) A0  H O(kR r) + k i A2  H 2(') ( 4 )}

;- kP. A. H.()(kr)

4wp& h, A, H 2)(kr)

- 4,-g '0"A* H A0 (ka r)+A2H2'()(ki) (t)

4wp, 2 f# d,

euehP dSweo t 0 # A d, (k io)
41rp.A kL ** dr

whiee we use the P ad S wave moment defnitions
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,where rT has been replaced by T(O) , the pure shear field of arbitrary orientation (Har-

krider, 1977) , and

Ao - / sin XMn2

A, mos X e 5 am1 -sin kwe26sin# 1

A a.mSnn 26 cs2# + Cook Sin 6 Sn 2#

&A,

OA2
-" 2 anX sinc6 os 201 -sin X sin 26 sin 2#/

with #, the fault strike azimuth. These coefficients were defined in Harkrider (1976), Sato

(1972) and used in Lanpton and Helmberger (1975) as As , A 2 , A, , A& , and 2A 4,

respectively.

Again substituting the coefficients into equations (54) and (55), we have

I I 1 ]Aai4S)()ar)} (62

1 .1. - i kjr Ai (ki + 2,.)Kjt-3 9s)k -Nt Ao If(')(k, r)

0- 0 R+lR^

+ k[ KR - FTN. A2 H. (kt ) ^ (62)

and

A 4{Ft( & ). L. dL )I(kL) 2

For a double couple,
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and we obtain

(.)V r-i jg~w) ktAt {B .oH'(k r) - C# A, Hl') (kr) +A# A2 H2()(k r) (84)

and

WL()O2dH'()(L )~ ~ ( A f 2 (~)'Az _ FH2(lk ) &A d2)(kLr) (5
4 0# dv gakj ( dr

In the far feld theme expressions reduce to the double couple expressions in Ben-Menahem

and Harcrider (1964) and correct the sign error in the Love wave coeficient G(A) in Har-

krider (1970).

For an explosion,

and

62@2

which can be obtained by either setting the diagonal components of the stress tensor equal

to M(w) in equations (58) and (59) or by direct substitution in equation (54).

For all cases, the radial displacement is obtained from the vertical by using

{j,)j - - .- FS(O) j-ih (68)

For shallow source, the source depth dependent terms reduce to

N, -- a ,'(0)

NR .-. pck(- 1) FSJ(0)

as A--O. Using

PCR -, - 1) - p (2 &j-kj)/kj
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we have for the shallow general quadrupole source

(i.)j i k&At - 1 - {1 [X() (k-2) -{IM() (2k)-k;2) I F.X(0) A. HI2) (k, r)

(2k)-k;) $U(') A -H,2 ) (k, r)

L!- [2i j P - Ms) (2kj-k.) ]Fix (0) A 2  J2) (k r)} (69)

For the shallow explosion

sad s
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DISCUSSION

Vertical Rayleigh and tranveme Love waves were calculated for an eact supersonic

cavity shear release source model. Orientations of the prestress pure shear field correspond

to the three canonical or 'Tundamental" double couple faults: the vertical strike slip, the

vertical dip slip, and the 45 dip thrust falt.. Rayleigh and Love waves for two earth

structures at a range of 2000 km. are shown in Figure 6. The source orientations with

respect to the receiver are specified by their fault equivalents; dip (6), rake (X), and

aimuth (0). The progation paths are for the Weter US (WUS) and Central US (CUS)

velocity and attenuation models determined by Herrmann, Mitchell and colleagues at Saint

Louis University (Table 1). The synthetics included a WWSSN LP instrument. The failure

radius and source depth are both 0.8 km. This radius corresponds to P and S wave rise

times of 0.23 and 0.39 sec for the WUS models and 0.16 and 0.28 sec for the CUS model

respectively. For comparison we also show a cavity explosion with the same source depth,

cavity radius and seismic moment as the tectonic release model.

The most obvious features seen in the synthetics are the difference in period content

between the two crust-upper mantle models and the poor excitation of the prestress field

orientation amociated with vertical dip slip mechanisms. The longer period Rayleigh and

Love waves seen in the WUS model are somewhat due to the longer source rise times but

are primarily caused by the greater attenuation of that model. Although the poor excita-

tion of Rayleigh and Love waves by a near surface vertical or horizontal dip slip point

dislocation, which are identified in the figure by (90 ', 90 , 90") and (90 ", 90" , 0")

respectively, and the Mn or M15 moment tensor equivalent can be explained mathemati-

cally by their spectral amplitude being proportional to a strom eigen-function which

approaches sero as source depth is reduced, this is not a very intuitive explanation. It

would be instructive to be able to explain the observation in terms of the source vertical

radiation pattern and waves generated by the free surface. For example, a frequently used

ray explanation for Love and teleismic body waves is the destructive interference
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bewtween the free surface reflected waves from this shallow source and it's downgoing

radiation.

Inorder to explore the possibility of a more intuitive explanation for this near surface

elect on Rayleigh waves and to better understand the effect of differing P and SV wave

time histories, we separated the Rayleigh wave into its contribution due to the P and SV

wave separately. The resulting synthetics for the three tectonic release source orientations

in the two structure are shown in Figure 7. Not only do the P and SV contributions

appear to be out of phase for all the mechanisms but the P wave contribution is larger for

all mechanisms except the vertical dip slip where it is essentially the same. The P contri-

bution for the strike slip orientation is even larger than that due to an explosion of equal

moment. This is particularly evident in the CUS structure. The enhancement of the P

wave generated Rayleigh waves for the strike slip over the explosion is probably due to the

vertical radiation pattern or amplitude variation over the source wave front. This effect

should be similar to that of the interaction of wave front curvature with the free surface

used to explain the excitation of the Rayleigh wave on a homogeneous halfspace.

As mentioned above, the Rayleigh wave generated by the P wave radiation from the

shallow vertical dip slip fault model is almost equal and opposite to the Rayleigh wave

excited by the SV source radiation. Their individual amplitude. are similar to the vertical

strike slip generated Rayleigh waves. In order to demonstrate this analytically, we separate

the expressions for the vertical Rayleigh wave displacement due to this mechanism into its

contribution from the P and SV source radiation. The P and SV potentials from equa-

tiom (81) reduce to

*M . ) W (ssi in U1 (krr)

--- i4wp,6P kit s I~

Substiting the above individually into the vertical Rayleigh displacement and recalling Mi
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sad Lj from equations (58), we have for the vertical displacemt excited by the P source

potential

and the vertical displaement excited by the SV source potential

-(511) ki1&k s #1
(.) I r--. , a 4v (A)- H2 (A)(k, (72b)

am in a point double couple, the sum of the P wave and SV wave excited Rayleigh waves

reduces to the usual expression

MIN- 'U'O AnF. ~(k) sin#, H' )(kRr)2#

which approaches i .s the source depth, A -. 0 since L" (A)-.O whereas

4 a~)')... k#2 ha AR Q#2-2kj))sin #1 HI2)(k&,r)

and

(k#2 'k& 4 (k -2k ) sin, H, )

and their sum approaches

ki Ai 4 ( '-2kj) mn# H '(kRr)

wbich d not vanish at mo source depth.

This urprising Ysult for tectmic sease models should be comidered only as an

malytie artifact since amy pure shear pretrem feld for this equivalent double couple orien-

tation, web as TV or Iwhere is in the s direction, will be proportional to the depth
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below the free surface. Thus, although the displacement Aeld for this tectonic release

mechanism is not sero at the free surface for a finite moment, it is impossible for the

moment to be uniform and not approach sero at shallow source depths in a realistic pres-

is model. In the ae of the tectonic relese models, the sepatated expresions ar actu-

ally double couples with P and SV time histomies, which differ primarily by their P to SV

velocity ratios in spectral amplitude and by their respective velocita in time scale (Figures

1-4). We me this tectonic release model as one way to investigate the interaction of P and

SV generated Rayleigh waves.

The displacement eiprmsions obtained individually for a P and a SV source, equa-

tions (72), are identical to those one would obtain by separating the dispacement equation

(69) into the terms which contain V) and those that contain F(S). By this means it is

possible to separate the P and SV source contributions for the other orientations of tne

doubUe couple as well as the tectonic release source directly from equation (69).

Similar conclusions can be reached for the case of a homogeneous halfspace using the

classical potential formulation where we include P wave source and SV wave source poten-

tials separately and satisfy the boundary conditions at infinity and the free surface for

each source. For the three fundamental faults defined by (6 ,X" , #") and the explosion,

we have for the P and SV source generated vertical surface displacements.

Vertical Strike Slip ; (90 * ,0@45 )

so< JP)> M kAl -.L 1) L."" (kr)dk

- f k ,' ,.,, s.qa )

with
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Ft-{( -l)0'+rr ) , P-,krkA , Qukr , (krw)'k-k', and -2kSp/&A.

Vertial DiR Slid * (0" ,0" 0" )

<,) > ._kr" k'( -I)X', -4)

5 Di Thrs * (45 ,90 ,45')

<' 00.) >:X--l

43rp&A ~ FR C4'F(kr)dk

)> " M k( y 1) -p'.o(kr)dk2rp&2 0 F,

Evaluating the residue for the homogeneous haUspace exprmions given above, we

obtain

Vertical Strike Slip : (90" .0" .4")

._ - V),- Is' (0) A. H2) (,,,,.r) c-

R ~ *" as- R V- 1) &(0ARH21) (kAr e-o

{.) - - -- ( -) ANH (ktr)1{R.) -._ A,, -. (- -) AL, HI(S),,,. ) c-,.
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4i" DiR Thrust * (45 ',0" ,45)

i kjo W9 --L- (Skj-2k?) &'W (0) A4 Ho(2 (ki r) I ho

2k2,

(g*)- --i ka M) W2L .2.-(2kj-k,) FS'(O) A& Ho) (ka r) e-8IQ

(U )'.') i i, a i ) !'V'() A. Ho(krr) eI'.I

where the halfspace Rayleigh reaponse is (Harkrider,1970, Harkrider st. ,1974, Hudson

and Dougla,l975)

4. -wi L r( -1) + u ( -) J

,and the free surface elipticity i

SIe.. 2-1)

with r*-- 2 and r;m- [ i- J Tese expressions agree with

the Raleigh wave displacements, which one would obtain from the P and SV separated

equation (69).

As the source depth, h, approache sero and thus P. and Q. approach sero, an

hspection of the above expressions show that the P and SV contributions to the Rayleigh

wave are of oppOsite ign for all the rientations and of equal amplitude for the vertical

dip dip. As stated earlier, this asbo can be seen for the more reaistic Mrth models in Fig-

wM 7. Mace the predicted reduction in RKyleigh wave amplitude as a function of source

depth for the vertical dip slip source orientation is caused by a delicate balance of P and S

wave source histori, the application of the double couple model to shallow earthquake

observatos with its inherent sumption of equal P and S wave time histories should ;,e
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done with cam.

Near the surface the strem eigenfunctions V2" , j't and Vj an proportional to

source depth and thus vanish as the source approaches the free surface. All that remains is

the V' or vertical displacement agenfunction which controls the source depth excitation of

Rayleigh waves from a vertical point force. In the excitation of Rayleigh waves, its role is

similar to Is' or ellipticity eigenfunction which governs the excitation of the horisontal

point force, the shallow vertical dipole and eplosions. Thus as the vertical dip slip

oriented tectonic release source approaches the free surface, the non-vanishing part of the

Rayleigh amplitude wave can be considered as the sum of Rayleigh waves from two verti-

cal point forces of oppposite polarity; one with the P wave time history and the other with

the S wave history. Of course, unlike azimuthally independsent vertical point force Ray-

leigh waves, this Rayleigh wave has a sine dependence on azimuth.

The spectra for the non vanishing Rayleigh displacement field for the shallow tec-

tonic release sources with a vertical dip slip orientation have a spectral minimum or hole.

The spectral hole is due to the destructive interference of the P and S wave generated Ray-

leigh waves and depends on the differences in their time functions. Spectra for this

difference in time functions, iM-M(S) I is shown in Figure 8 for a P wave velovity of

6.2 km/sec, S wave velocity of 3.5 km/sec, and a density of 2.7 gm/cc for our two cavity

tectonic release models. The cavity radius is 0.8 km. The P wave and S wave moments are

both I0" dyne-cm. The low frequency asymptote for the exact supersonic cavity release

model is

1 7 - O 1 1

The high frequency aymptote for the same model is

MW RV) 1 1- (7-5 ) (kR 0)
-() -(5 , 0 m7~)*ep (&.R0 ) - t exp (k

,loI  I
ZTOw i 1wo (1-0) L 0

The peak and ths overall shape of spectrum ae controlled by the rise times or corner
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frequencies of the individual P and S wave histories. The shift to longer periods is propor-

tional to the failure radius and inversely proportional to the body velocities. Increasing

the radius also increases the peak value of this moment difference function even if we keep

the seismic momenta constant.

Rayleigh waves were also calcul" for the vertical dip slip orientation of the aact

supersonic cavity release for source depths of 0.8, 0.4, 0.2 and 0. km depths for a variety

at cavity radii from 10. to 0.2 km for the WUS and CUS models. Reducing the source

depth while keeping the failure dimensions finite should be considered an analytic con-

struction used only to demonstrate the point vertical dip slip double couple orientations

dependence on the difference in source P and SV wave time histories as the source

approaches the free surface. This is paricularly true for this mechanism since, as discussed

earlier, the prestress field necessary for this type of mechanism also vanishes as one

approaches the free surface. Even when the source radius is not larger than the source

depth, the prestre will not be vertically uniform over the source dimensions. These were

compared with vertical dip slip point double couple S wave rise times of the tectonic

release model for all the source depths cept the free surface. The synthetics included a

WWSSN LP instrument.

For the vertical strike slip and dip slip orientations of tectonic release, we measured

maximum peak to peak amplitudes for various release surface radii at sero source depth.

As the radius was reduced, the amplitudes for the dip slip orientation decreased monotoni-

call. 'or the strike-slip model the amplitudes increased to a maximum value and then

showed a sight decrease with smaller radii for both the GUS and WUS models. This

moderate maximum in the Rayleigh wave values was felt to be due to the presence of the

peak in the momement-rate spectra of the P and S waves. For rise times corresponding to

the release rise times, we also measured amplitudes for the vertical strike-slip double cou-

ple at sero source depth. Since the assumed double couple spectral history does not have a

peak, decreasing the rime time or increasing the corner frequency increased the amplitude of
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the Rayleigh wave for both crustal models to point at which it was the same as for a step

history. As one might expect, this monotonic increase in amplitude was also observed for

the dip slip double couple at the other three source depths.

As the release radius was reduced for the various depths, the larger Rayleigh wave

amplitudes approached that of the double couple until some minimum rise time of the S

wave at which point the double couple and tectonic release were identical for smaller rise

times. This occuured at a S wave rise time of about 0.5 second for the CUS model at a

source depth of 0.2 km. As expected, reducing the double couple source depths by a factor

of 2 reduced the Rayleigh wave amplitude factors similarly for the vertical dip slip model.

In addition, as the radius was decreased in the CUS model, there was a minimum

amplitude at intermediate radii, which gave values le than the double couple at

corresponding rise times. This was present at all depths below the surface. For the WUS

model, the tectonic release values were larger for all radii and rise times. This minimum in

amplitude was associated with a spectral hole present only in the tectonic release models

,which was expected because of the difference in P and SV source time functions.

A more complete study of these effects would require many different source and pro-

pagation elastic structures and is beyond the scope of this paper. Although a convenient

way to approximate the effect of differening shot point velocities and source dimensions is

to run a suite of double couple time history calculations for the P and SV sources

separately and then sum the different combinations. This would also allow one to

efficiently check the range of source dimensions and shot point conditions for which the

double couple is a valid apppraoimation to tectonic release.
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Appendix A

h this Appendix, we drop the double bar superscript notation in equations (37)

through (39a) and rewrite as

w ' -+ - - - where <w > -f*
as 0

and

0

or

In terms of cylindrical coordinate derivatives

c * uin ** sin# at

Or~""D r 0# 8r r 0#]

where the cartesian potential integrands are

0 ui t [ a')cooM + U.) in m #J ,

,st [ U!) cos m , + f...sin = . J.F

or

NW* Sin -Df.2 mn0Cas # + Z.Ce # sin a eas # we n * 1#

and

di.

m..Jm
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then

2kO-i tk [6:oe*n-I)# +,f" s .n(m -I)#+ 1uirn)- com1]

'rn-I ~ ~ ~ ~ ~ ~ ~ ~ Ct + '~+)-D~.~+)+~snm1 o+1)# J.+1 F

COlecting and identifying with

t-E (,Lsm# +F. si m)J. F,mo

We have the following recurrance relation

2k +. - - , +
1<m<n--~~~ ~ m -- n)(() K

2k A. = + + ,.,- ._

where and D)'s are zero for ra > n and m < 0 and

b-' and V(1) - -T.2)

and

F.-o

As an example when n-6, we have

2k E. - blD'- 2kF. - o

2k 91 - ~ 2k F, -c V ) +2V1

2k X2 - !D- -D,(' 2k Ps - 0,' +)W + VI')

2k -i4 kF -&~' bf) T() j)

2kE.- -_r' 2k F 5 - + W + !,)

-(V2) -() 2kF-+
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Appendix B

Carteslan and cylindrical multiple coefficient. for quadruple sources of arbi-

6rary orientation.

Comparing Harkrider (1976) equations (AS) with t"i paper's equations (3S), we

obtain the Cartesian eoefficients:

Am--K. 4 sin. suin 26
2 2

An-=-K.'jsXccs6 B - sink 26
1 1

A22-- uin), sin 26 B2--I K. casX sin 6
1 3

v km02n ysinrcam 2 C21) K 2cosXsinsApediA

D jK 72
1 , sinXsin26 OW# A k' sin $coo26

Do .K C'-Kk'c) s (131)
124 ,2 gcsnX s 26 1)Kg am

C~2 k#K sinxsn2

C2- 1 0cs oOD )~K k in cos 26

12 0E~~ 12 i)m2

S K Ks, e in 22 -5

Ihe resultant8 cylindrical coefficients using Appendix A ae

X.- 1 (P + 2v.~) sin X~ uin 26

~. k2in.\ sin24K. k eXsin 8

22
2VK v o a -Q k vsink am 26
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3

p p Kv minX sin26 (B2)

k2k

El . I
Ko we. we 6 in X ow26-(3". -1

, k- , co v uio. _

c Kp ew s~uin6 F20) j-irKp Puin.%uin 26
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Appendix C

The defnition of the second order seismic moment tensor is

act.,(,) -M Gr,,--1,,

or

,where the comma denotes differentiation with repect to the observer coodinates, r, rather

than the source coordinates, .

Now

GOz" =  (A1-A.)+ ' k ' k#2 Up -L A j

Now from Harkrider (1976), equations(32) and (33), we have that

avo

0.

rid o.~,, o=o,

and since

;, A . OA- , a d 1 , a s A # a t A #

we have
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4' -A. A

4wpdit M 9,,Ng

4wpass Sze+M. + 2M13

+ M i-ls m2 )A.

From Erddlyi (1937)

where the differmtWa opertor D. is deaned as

Oombining equation (CI) with

AM2 (IVR) P: (WO)mik (.13 02A. +A.j

and

A. i-h k Io"R)

we have

-! m4..{ vR) + kj(haR) [P1(ma.) - I~ pi (coo9) cas2#J

-- - ii M vR) + khuR)

ORA -K T #jkgR)PI (cm) uin2#
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- - - i *-2ktR)P (cost) cos
Delos. 3

i T. M-j~vRP (cost) uin#

Comparng with the denition of the catasian multipole coefficients we have

and

A-- '  ( M1, +

A2- + - y 2M1
S  B21 + 4J 3 M

1A2- (MII- M 2 2 ) B2 +4jrp&P S 1

Now

and

- r . # 2 - +A

Operating with C.p, the AMt tam is sero since it i symmetric in Uk) and

thus

which yields
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ow - M22r 92 92

9COX O92O1

*2 ~ ~ owi - s") 2 0

+ R12 192aS8 OXt2 9 5 IA

1 2 92
4-~j I- Own - ,Ii) -- '-At' + InIa 2a,

Comparing as before we have

1uo . k M2 D.') m+ MIS'

COP)u rn+ i _ -6 HIS 2

Sapwt 3 Supw 3 c)
M~1 __k

Srpi' 66

Coo) DJ'imIi M.- 1 i Ij
Srp' 6 (U,
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7%e umuting cylindrical coefficients using Appendix A are

AT- + I,' [ k ,+)+2M(g -)
1p i

X"" + 4-- , 2 , , 1' "+ P-'.- 2,,..
4irW UpO

A29s) "0 1  +M 1 3

U)+k2 M12 Dk' 2n2. k(jq1I Ef22) (04)

4r,,up

and

,. , (2'-k') . , i (2'-k')

where

Thus coefficients involving are odd and the other coefficient. are even in the sene of

.quasuo(4S).
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TABIE 1

W.te, Unitd St",. Model (WUS)

(kin) (km/usc) (km/usc)- (gm/cm I)
2.0 3.55 .06 2.20 170. 85.
3.0 6.15 8.27 2.79 300. 150.

18.0 6.15 S.57 2.70 300. 150.
8.0 6.70 8.93 2.07 1000. 500.
6.0 6.70 3.73 2.7 1000. 500.
0.0 7.80 4.41 3.35 200. 1000.

Central United Stat Model (CUS)

Thicknm o P Q. Qp
(kim) (km/sc) (km/se) (gm/cm 8)

1.0 5.00 2.89 2.5 600. 300.
0.0 6.10 3.52 2.7 600. 300.

10.0 6.40 3.70 2.0 600. 300.
20.0 6.70 3.87 3.0 4000. 2000.
0.0 8.15 4.70 3.4 4000. 2000.
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DISPLACEMENT
RADIAL TANGENTIAL

lo) Id)

Ib) (0)

(e) If)

Figure 1. Far-field radial (P) and tangential (S) displacement time histories
for the exact tectonic cavity release (Fig. la and Id), for the
Randall-Archambeau approximate cavity release (Fig. lb and le), and
for the 'W0-square' double couple model (Fig. Ic and If).
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VELOCITY
RADIAL TANGENTIAL

hib) 
(el)

(c) I)

Figure 2. Far-field radial (P) and tangential (S) velocity time historle tut che

exact tectonic cavity release (Fig. 2a and 2d), for the Randall-Archambeau
approximate cavity release (Fig. 2b and 2e), and for the '0- square' double
couple model (Fig. 2c and 2f).
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DISPLACEMENT
RADIAL TANGENTIAL

iJ

Figure 3. Far-field radial (P) and tangential (S) displacement time histories for the

exacL tectonic cavity release (solid line) superimposed on the Randall-Archambeau

approximate cavity release (dashed line)(Fig. 3a and 3d), for the exact

tectonic cavity release (solid line) superimposed on the 'i-square' double

couple model (dashed line)(Fig. 3b and 3e), and for the Rndall-Archambeau
approximate cavity release (solid line) superimposed on the W-square' double

couple model (dashed line)(Fig. 3c and 3f).
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RADIAL
DISPLACEMENT VELOCITY

o) d)

(b) )

(C) Mf

Figure 4. Far-field radial (P) displacement and velocity time histories for thestep pressure on a cavity explosion (Fig. 4a and 4d), for the exacttectonic cavity release (Fig. 4b and 4e), and the two sources time
histories superimposed (Fig. 4c and 4f).
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Figure 5. Far-field source displacenent spectra.
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Figure 6. Vertical Rayleigh and horizontal Love waves at a range of 2000 km
as observed on a WWSSN LP seismograph.
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Figure 7. Vertical Rayleigh waves at a range of 2000 km as observed on a
%WSSN LP seismograph. The contributions to the Rayleigh wave
by the P and SV source radiation are shown separately.
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Figure 8. Spectral difference between P and S wave moments for the exact supersonic
cavity release and the approximate Randall-Archambeau equivalent. The
arrows mark the P and S corner frequencies.
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